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= 11. Biomedical Data: Privacy, Safety and Security

= 12. Methodology for Info Systems: System Design, Usability & Evaluation
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Learning Goals: At the end of this 11th lecture you ... Ty Keywords of the 11t Lecture Ty
= are able to determine between privacy, safety and = Adverse events

security; = Anoynmization

= know the famous IOM report “Why do accidents happen”

and its influence on safety engineering; = Context aware patient safety

= have a basic understanding of human error and are able ® Faults and Human error
to determine types of adverse events in medicine and = Medical errors
health care; = Privacy
= have seen some examples on how ubiquitous computing = Pseud .
might contribute to enhancing patient safety; seudonymization
= got an idea of the principles of context-aware patient ® Privacy aware machine learning
safety; = Safety and Security
= saw a recent approach about pseudonymization for = Swiss-Cheese Model of human error

privacy in e-health;
= are aware of the security characteristics of the popular
personal health records;

= Technical dependability
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Advance Organizer (1/3) Ty Advance Organizer (2/3) Ty
= Acceptable Risk = the residual risk remaining after identification/reporting of = k-Anonymity = an approach to counter linking attacks using quasi-identifiers,

hazards and the acceptance of those risks; where a table satisfies k-anonymity if every record in the table is

indistinguishable from at least k - 1 other records with respect to every set of
quasi-identifier attributes; hence, for every combination of values of the
quasi-identifiers in the k-anonymous table, there are at least k records that

= Adverse event = harmful, undesired effect resulting from a medication or
other intervention such as surgery;

* Anonymization = important method of de-identification to protect the privacy share those values, which ensures that individuals cannot be uniquely
of health information (antonym: re-identification); identified by linking attacks;

® Authentication = to verify the identity of a user (or other entity, could also be = Medical error = any kind of adverse effect of care, whether or not harmful to
another device), as a prerequisite to allow access to the system; also: to verify the patient; including inaccurateness, incompleteness of a diagnosis,
the integrity of the stored data to possible unauthorized modification; treatment etc.;

= Confidentiality = The rule dates back to at least the Hippocratic Oath: = Nomen nescio (N.N) = used to signify an anonymous non-specific person;

“Whatever, in connection with my professional service, or not in connection
with it, | see or hear, in the life of man, which ought not to be spoken of
abroad, | will not divulge, as reckoning that all such should be kept secret”;

= Data protection = ensuring that personal data is not processed without the
knowledge and the consent of the data owner (e.g. patient);

= Data security = includes confidentiality, integrity, and availability of data, and
helps to ensure privacy;

= Hazard = the potential for adverse effects, but not the effect (accident) itself;
hazards are just contributory events that might lead to a final adverse
outcome;

= Patient safety = in healthcare this is the equivalent of systems safety in
industry;

= Personally-identifying information = can be used to connect a medical record
back to an identified person;

= Prevention = any action directed to preventing illness and promoting health to
reduce the need for secondary or tertiary health care; including the
assessment of disease risk and raising public health awareness;

= Privacy = (US pron. “prai ...”; UK pron. “pri ...”; from Latin: privatus "separated
from the rest”, is the individual rights of people to protect their personal life

o . and matters from the outside world;
'ﬂ“!“af.‘ fallibility = addresses th? fundamental senso'ry, cognitive, and motor = Privacy policy = organizational access rules and obligations on privacy, use and
limitations of humans that predispose them to error; discl fd

sclosure of data;
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Advance Organizer (3/3) ﬂ'[u Slide 11-1 Key Challenges ﬂ'[u
= Protected health information (PHI) = any info on e.g. health status, treatments or even
payment details for health care which may be linked back to a particular person; n H™
= Pseudonymisation = procedure where (some) identifying fields within a data record are SenSItlve’ Pe rsonal Health Data
replaced by artificial identifiers (pseudonyms) in order to render the patient record less . . .
identifying: = Mobile solutions, Cloud solutions
= Quasi-ldentifiers = sets of attributes (e.g. gender, date of birth, and zip code) that can be
linked with external data so that it is possible to identify individuals out of the population; [ ] Prima |'y use of Data
= Safety = any protection from any harm, injury, or damage;
= Safety engineering = is an applied science strongly related to systems engineering / n Secondary use of Data for Resea rch

industrial engineering and the subset System Safety Engineering. Safety engineering
assures that a life-critical system behaves as needed even when components fail. . . .

= Safety risk management = follows the process defined in the ISO 14971 standard (see = |n the medical area ALL aSpectS require strict
Lecture 12)

= Safety-critical systems research = interdisciplinary field of systems research, software - -
engineering and cognitive psychology to improve safety in high-risk environments; such
technologies cannot be studied in isolation from human factors and the contexts and u rlva cy a e y ec u rl y
environments in which they are used; ) )

= Security = (in terms of computer, data, information security) means protecting from - I
unauthorized access, use, modification, disruption or destruction etc.; d D t P t t

= Sensitive data = According to EC definition it encompasses all data concerning health of a a n a a ro ec I o n .
person;

= Swiss-Cheese Model = used to analyze the causes of systematic failures or accidents in

aviation, engineering and healthcare; it describes accident causation as a series of events
which must occur in a specific order and manner for an accident to occur; Horvitz, E. & Mulligan, D. 2015. Data, privacy, and the greater good. Science, 349, (6245), 253-255.
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Ty Slide 11-2 We start with thinking about safety first ...

Safety first ...

NATIONAL
GEOGRAPHIC N

http://ngadventure.typep
ad.com/blog/news-k2-
death-trap-is-sec.html
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Slide 11-3 Exposure of catastrophes - associated deaths Ty Slide 11-4a Definitions (1/2) ... Ty
P -
[CTTT g Sre—— P (i
Tepresa herange of TR SRS+ Bacomiog  Jaum e G _\
e [ catomam e} S . ——
Reducionof sk beons [ ego-cemtere saety prtecions.vetical confts_ | A£%CE08 0 = Safety = any protection from harm, injury, w}'/\'f'/
il e (LT T damage; Socuty Conhdentalty
EEZZ‘%".Z*:Z?,‘,‘SE;?“‘ T = Data Protection = all measures to ensure availability
of pr— z and integrity of data
:.'fgl;fuf.w;."s [ Paedical sk ot | pattent n ASA 1 23 . “ P oo
: . T ii = Privacy = (US pron. “prai ...”; UK pron. “pri ...”; from
Himalaya . .
|rtmesig ﬂ@ e evation ”ﬁ Latin: privatus "separated from the rest”, are the
[Fosd saiey | Ralways individual rights of people to protect their personal
[[chemica ingusry ioan)_| - [ Noclaarindustry| life and matters Confidentiality = secrecy (“arztliche
104 100 10 104 104 Schweigepflicht”)
Very uniafe Risk Witeasafe
Amalberti, R., Auroy, Y., Berwick, D. & Barach, P. (2005) Five system barriers to achieving Mills, K. S:,.Yao, R.S. & Qhén, Y. E. (ZOOB)lPrivacy in Canadian Health Networks: challenges and
ultrasafe health care. Annals of Internal Medicine, 142, 9, 756-764. opportunities. Leadership in Health Services, 16, 1, 1-10.
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Slide 11-4b Definitions (2/2)... ﬂTU Slide 11-5 The famous report “Why do accidents happen” ﬂTU

150000

= Availability = p(x) that a system is operational at a given
time, i.e. the amount of time a device is actually operating
as the percentage of total time it should be operating;

= Reliability = the probability that a system will produce
correct outputs up to some given time;

= Security = (in terms of computer, data, information
security) means protecting from unauthorized access, use, 50000
modification, disruption or destruction etc.;

= Dependability = the system property that integrates such
attributes as reliability, availability, safety, security, o
survivability, maintainability (see slide 11-22);

120000

100000

deaths from
medical errors

commerical drowning deaths  deaths from falls motor vehicle
aviation deaths deaths

Kohn, L. T, Corrigan, J. & Donaldson, M. 5. (2000)  gpe jumbo jet crash every day >
ARES Conference To err is human: building a safer health system. ,:""4

Ny ——T Washington (DC), National Academy Press. ol

http://www.ares-conference.eu
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Slide 11-6 The impact of the “To err is human” IOM study Ty Slide 11-7 Research activities stimulated by the IOM report RilTy

Research awards

f

Patient safety
research before and
after publication of
the IOM report “To
Err is Human”.
Number of patient
safety research

Patient safety publications
before and after
publication of the

10M report “To Err is
Human”.

)
Q
=

i

8

100 publications and 100

research awards per

100 000 MEDLINE Reports of original \
50 publications 50 research

and 100 000 federally
funded biomedical
research awards.

Reports of ariginal research

No. per 100,000 MEDLINE publications
Mo. publications and awards per 100,000*

o= - ; : . . L : y 3 o )
% e i 8 99\, % o 0 o3 fi 95 Pé 97 98 79 aa (11} o2 03 D4
ears Yeu’s
Before the IOM report After the IOM report
Before the |OM report After the IOM report
Stelfox, H. T., Palmisani, S., Scurlock, C., Orav, E. & Bates, D. (2006) The “To Err is Human” report Stelfox, H. T., Palmisani, S., Scurlock, C., Orav, E. & Bates, D. (2006) The “To Err is Human” report
and the patient safety literature. Quality and Safety in Health Care, 15, 3, 174-178. and the patient safety literature. Quality and Safety in Health Care, 15, 3, 174-178.
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Slide 11-8 Deaths from medical error (2009) ... Ty, What do you see in this picture? Ty
SCIENTIFIC/M=== ADC_DIG1A
AMERICAN z a Ex: 1

coste inferiori
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Slide 11-9 Medical Error Example: Wrong-Site Surgery ﬂ'[u Slide 11-10 Deal with errors: Eindhoven Classification Model ﬂ'[u

fied Corract Patient
gm [ Date of Birth
Time Out g

Corract Patient
Comect Surgery Site. mﬁ
.

b2

Rodrigues, S., Brandao, P.,
Nelas, L., Ni . & Al V.
Manjunath, P. S., Palte, H. & Gayer, S. (2010) Wrong site 2%:;' AL e‘_’e;'J & Alves,
surgery—a clear and constant fear. British Medical Journal 4 (2010) A Logic Programming
(BMI), 341. 2l Based Adverse Event
Reporting and Learning

Integration of a correct surgery site Starling, J. & Coldiron, B. M. (2011) Outcome of 6

protocol into a daily patient care model years of protocol use for preventing wrong site office System. IEEE/ACIS Ith

is a useful step in preventing surgery. Journal of the American Academy of International Conference on
Dermatology, 65, 4, 807-810. Computer and Information

occurrences of wrong site dermatologic Science (ICIS). 189-194.

surgery. C
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Slide 11-11 Adverse event reporting and learning system BTy Slide 11-12 Re: Framework for understanding human error IElTY.
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:

Sharit, J. (2006) Human
1 Error. In: Salvendy, G. (Ed.)
| Handbook of Human

AERFMI =Adverse Events Reporting Forms in Medical Imaging i - Factors and Ergonomics,
AERMMI = Adverse Events Manager Reports in Medical Imaging X ,.'21':-_,7,:‘..3:.,‘5_, [ Third Edition. Hoboken (NJ),
AEKMMI = Adverse Events Knowledge Manager in Medical Imaging Rodrigues et al. (2010) My | i _ Wiley, 708-760.
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Slide 11-13 Reason (1997) Swiss Cheese Model Ty Slide 11-14 Risk management - FAA System Safety Ty

Reason JT (1997) Managing the risk of organizational

accidents. Brookfield: Ashgate Publishing ) . N
R—— NofteAtNolwaust deflnltlontsj
Latent failures refer to risk management in
Latont failuras Unacoeptatis
Latont and active failures Lecture 12 \ ' /
Active failures S / s .

Total Risk Residual Risk

= Total risk = identified + unidentified risks.

= |dentified risk = determined through various analysis techniques. The first task of
system safety is to identify, within practical limitations, all possible risks. This step
precedes determine the significance of the risk (severity) and the likelihood of its
occurrence (hazard probability). The time and costs of analysis efforts, the quality of
the safety program, and the state of technology impact the number of risks identified.

Osath = Unidentified risk is the risk not yet identified. Some unidentified risks are subsequently
identified when a mishap occurs. Some risk is never known.

= Unacceptable risk is that risk which cannot be tolerated by the managing activity. It is a
subset of identified risk that must be eliminated or controlled.

= Acceptable risk is the part of identified risk that is allowed to persist without further
engineering or management action. Making this decision is a difficult yet necessary
responsibility of the managing activity. This decision is made with full knowledge that it
is the user who is exposed to this risk.

= Residual risk is the risk left over after system safety efforts have been fully employed. It

Sundt, T. M., Brown, J. P. & Uhlig,
P.N. (2005) Focus on Patient
Safety: Good News for the

Practicing Surgeon. The Annals of is not necessarily the same as acceptable risk. Residual risk is the sum of acceptable
Thoracic Surgery, 79, 1, 11-15. risk and unidentified risk. This is the total risk passed on to the user.
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Slide 11-15 Improving Safety with IT — Example Mobile ﬂ'[u

Clinical Alert
Dangerously low serum
potassium: Ke2.5 at
04:224 08/15/02.

Actions:

Bates, D. W. & Gawande, A. A. (2003)
Improving Safety with Information Technology.
New England Journal of Medicine, 348, 25,
2526-2534.

Med Informatics L11
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- - Mudrange
Reader Feig
MR 100

Wristhand

including RFID
Transpomder
Infinszon imy-d
(15693)
Compact Flash
Stot Module for
f | Tablet PC or
Mid Range Pad Kracna Mabile Devices
Reader Feig 300/300 Microsensys
PRH 100
Serial COM
Inerface
Holzinger, A., Schwaberger, K. & Weitlaner, M. (2005). Ubiquit C ing for Hospital ications: RFID-

Applications to enable research in Real-Life environments 29th Annual International Conference on Computer
Software & Applications (IEEE COMPSAC), Edinburgh (UK), IEEE, 19-20.

Med Informatics L11
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Slide 11-17: Security Problems of ubiquitous computing Ty

1) Protection precautions:

1) vulnerability to eavesdropping,

2) traffic analysis,

3) spoofing and denial of service.

4) Security objectives, such as confidentiality, integrity, availability,
authentication, authorization, nonrepudiation and anonymity are not
achieved unless special security mechanisms are integrated into the system.

2) Confidentiality: the communication between reader and tag is
unprotected, except of high-end systems (ISO 14443). Consequently,
eavesdroppers can listen in if they are in immediate vicinity.

3) Integrity: With the exception of high-end systems which use
message authentication codes (MACs), the integrity of transmitted
information cannot be assured. Checksums (cyclic redundancy checks,
CRCs) are used, but protect only against random failures. The writable

tag memory can be manipulated if access control is not implemented.

Weippl, E., Holzinger, A. & Tjoa, A. M. (2006) Security aspects of ubiquitous computing in health care. Springer
Elektrotechnik & Informationstechnik, e&i, 123, 4, 156-162.
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Slide 11-19 Clinical Example: Context aware patient safety 2/2 BTy,

Slide 11-20 Patient Safety Ty,

Bardram, J. E. & Norskov, N. (2008) A context-aware patient safety system for the operating
room. Proceedings of the 10th international conference on Ubiquitous computing. Seoul, Korea,
ACM, 272-281.

Med Informatics L11

- A. Holzinger 709.049 20176

= (1) measuring risk and planning the ideal defense
model,

= (2) assessing the model against the real behavior of
professionals, and modifying the model or inducing
a change in behavior when there are gaps,

= (3) adopting a better micro- and macro-
organization,

= (4) gradually re-introducing within the rather rigid,
prescriptive system built in steps 1-3 some level of
resilience enabling it to adapt to crises and
exceptional situations

Amalberti, R., Benhamou, D., Auroy, Y. & Degos, L. (2011) Adverse events in medicine: Easy to
count, complicated to understand, and complex to prevent. Journal of Biomedical Informatics,
44, 3, 390-394.

Med Informatics L11

- A. Holzinger 709.049 3076

WS 2015/16




A. Holzinger
706.049

Lv

1/13/2016

Ry,

Slide 11-22 Safety, Security -> Technical Dependability

Number

S —
ox  bit s

haad done e specily
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audverse

: Adidos
- "
} Rncident fly. No matier
wan broken.
el e o
i Critical Bt timiely
imchdent evest mayhe

wxhmon

FAULTS

= THHEATS—E ERRORS
FAILURES
AVAILABILITY
RELIABILITY
SAFETY
CONFIDENTIALITY
INTEGRITY
MAINTAINABILITY

DEPENDABILITY —— ATTRIBUTES:

= . i FAULT PREVENTION
reaction. FAULT TOLERANCE
L Al =LANE FAULT REMOVAL
FAULT FORECASTING
Chen, R. C., Tsan, P. C., Lee, I. Y. & Hsu, J. C. (2009).
Medical Adverse Events Classification for Domain permanent
Knowledge Extraction. 2009 Ninth International — - T
Conference on Hybrid Intelligent Systems, 2 o e has Wik ot mecicine P : ™ P
Sheiyang (China)}, JEEE 2985-7303 s B | | i sngirn b g medkine Avizienis, A., Laprie, J. C. & Randell, B. (2001) Fundamental concepts of dependability. Technical
g ’ Report Computing Science University of Newcastle, 1145, CS-TR-739, 7-12.
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Slide 11-24 A Two-Tiered System of Medicine

Ty,

Slide 11-23 Types of faults: Design — Physical — Interaction BTy
FaULTS
. DEVELOFMENT AL CPIRATIONAL
WTERNAL T ANTEANAL
s v maromisr  aaowast vangmass frn—
e - M e e e - -
B ace A acc oo o mc
- M - T e
S £ T Bt
i v Mma AL ML MM MAG TUAL MR T THe A T ML TALM TEAMS
| [ | [ e [t | [ i arans ——
o
LA \RARAARAAAI LAAARARAS
DESIGN FAULTS PHYSICAL FAULTS INTERACTION FAULTS
Avizienis, A., Laprie, J. C. & Randell, B. (2001) Fundamental concepts of dependability. Technical
Report Computing Science University of Newcastle, 1145, CS-TR-739, 7-12.
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Category Type of Syitess Amalberti et al. (2005)
Uhtzasale Syviem tHigh-Rekabilily Orgasazation
Examgle of industry Mdzary sytemn
Chemical ibﬂ\
Satity pous Froduction fit (impoed) B

Gty of work preserved againel unacteptable preisise Degree of satety a1 high s, pisble for the imposed|
level of perfomance

Better than 1 x 104

Srmad area of expertie

Frequent knowedge-bastsd beharvor

Salety level On terms of rsk per expowme)  Better than 1 10°7, powsly 1 % 1074

seatslty of the process delineated area of expertise

- Bariad behavior

imeed of patients {Mow and qualty)

Unstable recrutment of patients (fow and qualty]
Compiraty of cxpertiie Inquired Limited compdeaty Poteenal complraty, severt and abeommal cases are
Actor are requested to follow procedure Febuctance 10 umpity
t acton Deterence 1o expertine of incividual experts

Stuationat swareness Good af the marageria level Good among all acion, whatewer Thes fie and
atatin

Spervision bemes) d control (beam
penion)

Teamurork Effectve tearmwork and communication, resulting in good task  Effective bearmwork and communicasion, with specia

sharing, conteols, and coliectie routines atiention o sate adagtation ko the range of

Indtvidual experts

distinction between a limited number of clinical domains that can achieve ultrasafety and
sectors in which a certain level of risk is inherent — and cannot be reduced!

Med Informatics L11
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Slide 11-25 Toward a strategic view on safety in health care RlTY

Ty,

— Potential for kmpeovement in the future

Effectiveness, competitiveness
Quaity. Performance

Unstable conditions
of activity, fast pace
changes

vt

Amalberti, R., Auroy, Y., Berwick, D. & Barach, P. (2005) Five system barriers to achieving
ultrasafe health care. Annals of Internal Medicine, 142, 9, 756-764.
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Slide 11-26 Requirements of an electronic patient record

Ty

Slide 11-27 Pseudonymization of Information for Privacy 1/8 ﬂ'[u

Anonymization

Pseudonymization

Confidential

Anonymization: Personal data cannot be re-identified (e.g. k-Anonymization)

Pseudonymization: The personal data is replaced by a "pseudonym®, which allows later tracking back to Neubauer, T. & Heurix, J. (2011) A methodology for the of medical data. International
the source data (re-identification) Journal of Medical Informatics, 80, 3, 190-204.
- A. Holzinger 709.049 3776 Med Informatics L11 - A. Holzinger 709.049 38/76 Med Informatics L11

(8o -
Reltn 5

Slide 11-28 Pseudonymization of Information for Privacy 2/8 myilaTy.

Slide 11-29 Pseudonymization of Information for Privacy 3/8 sy,

Three-Layer Based Security Model

affiliated (Relatove]

Data Owner (Patient)

o

Autharized (HCP)

Smart
- eyt wik 1 ererppted wit
Iner Private o Private
L iy encrypted wih B
Inner Public Inner Public
oy oy
1 encrypted wis } ercrypted with
Inmer Symm,
e = -
ererppted wik ncryped with
u-l-'-

ﬂ.rmu with

HSM = Hardware Security Module

Neubauer, T. & Heurix, J. (2011) A methodol

for the

Journal of Medical Informatics, 80, 3, 190-204.

of medical data. International
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Neubauer, T. & Heurix, J. (2011) A methodology for the pseudonymization of medical data.
International Journal of Medical Informatics, 80, 3, 190-204.

Med Informatics L11
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Slide 11-30 Pseudonymization of Information for Privacy 4/8 BTy

Slide 11-31 Pseudonymization of Information for Privacy 5/8 mslTy.

EEEFEE

PPU Py Pamstr
= s Wt
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P e| e it byt [P ety b

T T

D Hdentification (pseudarym o record)
HE Health (psedonym of record)
u User.
ow Data cwner
u Authorized usar
Afliated user

Neubauer, T. & Heurix, J. (2011) A methodology for the pseudonymization of medical data.
International Journal of Medical Informatics, 80, 3, 190-204.
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Neubauer, T. & Heurix, J. (2011) A methodology for the pseudonymization of medical data.
International Journal of Medical Informatics, 80, 3, 190-204.
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Slide 11-32 Pseudonymization of Information for Privacy 6/8 ﬂ'[u Slide 11-33 Pseudonymization of Information for Privacy ﬂ'[u
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Note: Similar to authorization, a user affiliation requires that both the patient as data owner and
the trusted relative as affiliated user are authenticated at the same workstation. Consequently,
both user identifiers are transferred to the pseudonymization server where they are encrypted
with both the users’ inner symmetric keys. The patient’s inner private key is also encrypted with
the relative’s inner symmetric key, and all elements are stored in the pseudonymization
metadata storage as affiliation relation.

Neubauer, T. & Heurix, J. (2011) A methodology for the pseudonymization of medical data. Neubauer, T. & Heurix, J. (2011) A methodology for the pseudonymization of medical data.
International Journal of Medical Informatics, 80, 3, 190-204. International Journal of Medical Informatics, 80, 3, 190-204.
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Slide 11-34 Pseudonymization of Information for Privacy (8) Ty Slide 11-35 Example: private personal health record Ty

aer
Yo P ieal Anviit

http://healthbutler.com/

https://www.healthcompanion.com

Neubauer, T. & Heurix, J. (2011) A methodol for the pseud ization of medical data. International
Journal of Medical Informatics, 80, 3, 190-204.
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Example: Concept of a Personal Health Record System 1/4 Ty Slide 11-37 Example for component relationships 2/4 Ty

Slide 11-36 Sqmsich
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Fox, R., Cooley, J. & Hauswirth, M. (2011) Creating a Virtual Personal Health Record Using . L2011
Mashups. IEEE Internet Computing, 15, 4, 23-30. ox et al.( )
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Slide 11-38 Widget collaboration sequence 3/4

Slide 11-39 User collaboration sequence 4/4

Ry,

[toor

[widgettrust=false] 1
Alert|"No widget eruse”) 1

postMessago(payjoad, DOMiwidgend) [l

Fox et al.(2011)

- A. Holzinger 709.049 29176 Med Informatics L11

Por esch palasd]

Fox et al.(2011)

criptioaduer, view)

prooc
[wvery 10 socondi] I
Trusts, paplosds

[wiparrusstsine]
AdartiNa Widget Trust')

[mrrusieishe]
Adere[ o mer ruse)

postMensageipapioud, DOMwadgend) "l
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Machine Learning and
Data Privacy ...

Med Informatics L11
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WE CHECKED YOUR CONFIPENTIAL
NERICAL RECORDS ON THE
INTERNET, CHEESE ANP
ANLROVIES WOULY BE BAD
FOR YOU, 50 WE LEFT

THEM OFF-.

Privacy Principles

Ty,

Example: Differentially Private Kernel Learning

Ty,

= Lawfulness and fairness

= Necessity of data collection and processing
= Purpose specification and purpose binding
= There are no "non-sensitive" data

= Transparency

= Data subject’s right to information correction, erasure or blocking of
incorrect/ illegally stored data

= Supervision (= control by independent data protection authority) & sanctions
= Adequate organizational and technical safeguards

= Privacy protection can be undertaken by:
= Privacy and data protection laws promoted by government

= Self-regulation for fair information practices by codes of conducts promoted
by businesses

= Privacy-enhancing technologies (PETs) adopted by individuals
= Privacy education of consumers and IT professionals

Fischer-Hibner, S. 2001. IT-security and privacy: design and use of privacy-
enhancing security mechanisms, Springer.
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Traaning Points, “
o et
Unsupervisedh,

Test Points

(a) Interactive Model

Supervised
Training Poi ”
S \
= Test Pointi™, e
Samgples

(b) Semi-interactive model
Supervised
Training Points _ -

(c) Non-interactive Maodel

Predictions
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Simplest Privacy Metric ﬂ{u Effective Anonymity Set Size ﬂ{u
= The larger the set of indistinguishable entities, the = Effective anonymity set size is calculated by
lower probability of identifying any one of them
I |A]
“Hiding in a crowd” XX XX L=4| Z min p; —
XXX XX] = Al

oo
oo/

Less anonymous (1/4)

Maximum value of Lis |A] iff all p; = 1/]A|
L below maximum when distribution is skewed
skewed when p; have different values

Anonymity set A More anonymous (1/n)

Deficiency:
A= {5y Ps), (53 P2y s (5 PO} . . , . .
s;: subject  who might access private data L does not consider violator’s learning behavior
or: i-th possible value for a private data attribute
p;: probability that s; accessed private data
or: probability that the attribute assumes the i-th possible value

More details see: Bharat K. Bharava (2003), Purdue University
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Example: Entropy Ty Example : k-Anonymization of Medical Data Ty
= Remember: Entropy measures the randomness 87 % of the population in the USA can be uniquely re-identified
(uncertainty) — here private data by Zip-Code, Gender and date of birth
Hospital Patient Data e

= Violator gains more information -> entropy decreases! Zipcod:

= Metric: Compare the current entropy value with its Disease ("[\
maximum value and the difference shows how much '

information has been leaked

Mak
Mk
Fenmale
Feannls

y
/" Birth Dat N
|/ Birth Date \ N

Zp |}
= Privacy loss D(A,t) at time t, when a subset of attribute
values A might have been disclosed:

D(At)=H"(A)-H (A1) H(A,t):ﬁ;wj[Z(— P, Iogz(pi))j

Vi

H*(A) — the maximum entropy

Computed when probability distribution of p/'s is uniform
Sweeney, L. 2002. Achieving k-anonymity privacy protection using generalization and
suppression. International Journal of Uncertainty, Fuzziness and Knowledge-Based
Systems, 10, (05), 571-588.

H(A,t) is entropy at time t
w; — weights capturing relative privacy “value” of attributes
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Anonymization of Patient Data Ty Three Examples of Freeware Ty
= K-Anonymity ... not fully protected against = Argus: http://neon.vb.cbs.nl/casc

attribute disclosure = ARX: http://arx.deidentifier.org
= L-Diversity ... extension requiring that the values = sdcTable: http://cran.r-
of all confidential attributes within a group of k project.org/web/packages/sdcTable/

sets contain at least / clearly distinct values

= t-Closeness ... extension requiring that the
distribution of the confidential attribute within a
group of k records is similar to the confidential
attribute in the whole data set
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Privacy Aware Machine Learning for Health Data Science ﬂ

— Production of Open Data Sets
— Design of Synthetic data sets
— Privacy preserving ML, DM & KDD

— Data leak detection

— Data citation

— Differential privacy

— Anonymization and pseudonymization

— Securing expert-in-the-loop machine learning systems
— Evaluation and benchmarking

Med Informatics L11

- A. Holzinger 709.049 61/76

Slide 11-45 Future Outlook

Ry,

= Privacy, Security, Safety and Data Protection are of
enormous increasing importance in the future.

= Trend to mobile and cloud computing approaches.

= EHR are the fastest growing application which
concern data privacy and informed patient consent.

= Personal health data are being stored for the
purpose of maintaining a life-long health record.

= Secondary use of data, providing patient data for
research.

= Production of Open Data to support international
research efforts (e.g. cancer) without boundaries.

= Data citation approaches are needed for full
transparency and replicability of research ...

Med Informatics L11
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Ty,

Ty,

Sample Questions (1)

[ =~

i’hank you!

Med Informatics L11

= What is the core essence of the famous IOM report “Why
do accidents happen”?

= What is a typical ultrasafe system — what is an example for
a high risk activity?

= Which influence had the IOM report on safety
engineering?

= What are the differences between the concepts of Privacy,
Security and Safety?

= Why is privacy important in the health care domain?

= How do you classify errors when following the Eindhoven
Classification Model?

= Please describe the basic architecture of a adverse event
reporting and learning system?

= What is a typical example for medical errors?
= Please, explain the Swiss-Cheese Model of Human Error!

- A. Holzinger 709.049 64/76. Med Informatics L11

Sample Questions (2)

Ty,

Ty,

Sample Questions (3)

- A. Holzinger 709.049 65176

What factors does the framework for understanding human
error include?

Which possibilities does ubiquitous computing offer to
contribute towards enhancing patient safety?

What different types of risk does the FAA System Safety
Guideline explain?

Ubiqutious computing offers benefits for health care, but
which genuine security problems does ubiquitous computing
bring?

How can mobile computing device help in terms of patient
safety?

What is a context-aware patient safety approach?

How can we describe patient safety both quantitatively and
qualitatively?

What is technical dependability?
Which types of technical faults can be determined?

Med Informatics L11

= What types of adverse events can be discriminated in
medicine and health care?

= How is the safety level (measurement) defined?
= Which factors contribute to ultrasafe healt care?

= What are the typical requirements of any electronic
patient record?

= Why is Pseudonymization important?
= What is the basic idea of k-Anonymization?

= What is a potential threat of private personal health
records?

= Please describe the concept of a personal health record
system!

= How would you analyze personal health record systems?
= What does a privacy policy describe?
= Which ethical issues are related to quality improvement?

- A. Holzinger 709.049 66176
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Some Useful Links ﬂ'[u Appendix: Advances in patient safety are hampered by ... ﬂ'[u
= http://www.nap.edu/openbook.php?isbn=0309068371 (National ... the silo andinsurance-driven approaches, and by the narrow timeframe used in AE detection
Academy Press, To err is human) and analysis. Many AEs occurring at strategic points escape scrutiny, and the impact of widely
= http://medical-dictionary.thefreedictionary.com (medical dictionary publicized insurance claims on public health is often greater than that of the immediate
and .thesaurus) . : consequences of obvious errors.
A . L L = C fnreg ted view
= http://www.ico.gov.uk (Information Commissioner’s Office in the UK) ASRocuoees |
= http://ec.europa.eu/justice/data-protection/index_en.htm (European 7 Bl % | o the
Commission Protection of private personal data) i
= http://www.dsk.gv.at/ (Osterreichische Datenschutz Kommission) H I 1
= http://www.dh.gov.uk/en/Managingyourorganisation/Informationpolic i 4 of AEs AEs 1
y/Patientconfidentialityandcaldicottguardians/DH 4084411 fomrmrm ey | G TR o
(Department of Health: Patient confidentiality and Access to Health — — .-
Records) s Discharge | Ahsrevems Long-tomm morality |
" P ca N, 4 Amenabls adit *
= http://videolectures.net/kdd09 _mohammed ahdcsbts (Anonymizing | e oretsperane P ——
Healthcare Data: A Case Study on the Blood Transfusion Service) (ol reAsadiaian H 1
= http://www.hipaa.com/2009/09/hipaa-protected-health-information- e care episode T :
what-does-phi-include (HIPAA ‘Protected Health Information’: What ! " nxt =, . Dot Joiiy i af
Does PHI Include?) s o Hpalhcarnsysiem _ . _ . -
Amalberti, R., Benhamou, D., Auroy, Y. & Degos, L. (2011) Adverse events in medicine: Easy to count,
complicated to understand, and complex to prevent. Journal of Biomedical Informatics, 44, 3, 390-394.
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Appendix: Example for a simple warning message Ty Appendix: Example for trust policies in HIS networks Ty
Lo e 11311 e " - o Public Zone % e Securtty Sarvicss
MENEL— o | (untrusted) . o B
e st
+ Conternuiey
\.‘\N * Dta Integety
-
S [Pt
f—

Reaczon Ansphylan. The Fan 3 DEFINITE senuitrviny m MATCILLIN - |
o
X /
T e—— Aeirw o g - pmn
Bates, D. W. & Gawande, A. A. (2003) Improving Safety with Information Technology. New Mills, K. S:,.Vao, R.S. & qha.n, Y.E. (2003).Privacy in Canadian Health Networks: challenges and
England Journal of Medicine, 348, 25, 2526-2534. opportunities. Leadership in Health Services, 16, 1, 1-10.
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Appendix: Example of new threats to health data privacy BTy, Slide 11-40 Security and Privacy of some PHR’s Ty

A real-world example of cross-site information aggregation: The target patient “Jean” has
profiles on two online medical social networking sites (1) and (2). By comparing the attributes
from both profiles, the adversary can link the two with high confidence. The attacker can use 1
the attribute values to get more profiles of the target through searching the Web (3) and other
online public data sets (4 and 5). By aggregating and associating the five profiles, Jean’s full
name, date of birth, husband’s name, home address, home phone and cell phone number, two

email addresses, occupation, medical information including lab test results are disclosed!
Usernams
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PHR nsou.-m W Privacy
Carridn, |., Fernandez-Aleman, J. & Toval, A. (2011) Usable Privacy and Security in Personal

Health Records. In: INTERACT 2011, Lecture Notes in Computer Science LNCS 69489. Berlin,
T Heidelberg, Springer, 36-43.
e —

Li, F,, Zou, X,, Liu, P. & Chen, J. (2011) New threats to health data privacy. BMC Bioinformatics, 12, Supplement 12, 1-7.
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Slide 11-41 9 Security Characteristics to analyze PHR’s 1/2 ﬂ'[u

Slide 11-42 9 Security Characteristics to analyze PHR’s 2/2 ﬂ'[u

= 1) Privacy Policy
= 0. The Privacy Policy is not visible or not accessible.
= 1. The Privacy Policy is accessed by clicking one link.
= 2. The Privacy Policy is accessed by clicking two or more links.
= 2) Data Source
= 0. Not indicated.
= 1. User
= 2. User healthcare provider.
= 3. User and his/her healthcare providers.
= 4. User, other authorized users and other services/programs.
= 5. Self-monitoring devices connected with the user.
= 3) Data Management
= 0. Not indicated.
= 1.Data user.
= 2. Data user and his/her family data.
= 4) Access management
= 0. Not indicated.
= 1. Other users and services/programs.
= 2. Healthcare professionals.
= 3. Other users.
= 4. Other users, healthcare professionals and services/programs.

= 5) Access audit
= 0.No.
= 1. VYes.
= 6) Data access without the end user's permission
= 0. Notindicated.
= 1. Information related to the accesses.
* 2. De-identified user information.
= 3. Information related to the accesses and de-identified user information.
= 4. Information related to the accesses and identified user information.
= 7) Security measures
= 0. Notindicated.
= 1. Physical security measures.
= 2. Electronic security measures.
= 3. Physical security measures and electronic security measures.
= 8) Changes in Privacy Policy
= 0. Notindicated.
= 1. Changes are notified to users.
® 2.Changes are announced on home page.
® 3. Changes are notified to users and changes are announced on home page.
= 4. Changes may not be notified.
= 9) Standards
= 0. Notindicated.
= 1. HIPAAis mentioned.
= 2.System is covered by HONcode (HON = Health on the Net).
® 3. HIPAA is mentioned and system is covered by HONcode.
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Slide 11-43 Overview Personal Health Records (PHR) Ty Slide 11-44 Ethical Issues - during Quality Improvement Ty
| . -
= T = 3 1 1
Toml PL | DS | DM [ AM | AL [ DA [ SM | CP 5 1
1. Gioogle Health | 1 | | 3 1 F] | | | commesens num»mml
T ZebraHealih 7 [T T T E I i
3. myHealhFohlers i z | 2 1 1 T 1 0
4 Keas 1 L] 0 2 3 3 [l
5. EMKy Saick Personal Health Recond 2 1 [0 ] 1 n [0 [0
. My HealthVet 2 1 2 [0 1 2 [0 |
7. my MediC onnect ] 2 1] 1] ] [0 |
B Ay Chan ] 1 0 i I |
Ml Ak 1 FNN T - I N )
10, Mecrimatt HealthY ault 4 4 1 1 3 ] i l]
1. MediCo 3 2 [ 2 3 [0 3
3. TeleMedical 1 o | o |0 |3 7
[ alth Buiber 1 ] 2 [1] 2 [i] 4 [0
4. NoMoreClipBoand.com ] 2 2 | 2 2 !
5 MiVIA [T I z o[ 3 3 |
6. iH: hR: 1] 0 0 L[] 1 2 4 1]
T D I-Net ] ] T oo 3 T D)
. My Doclopedia PHE 2 1 2 o [ 333 1
9, dLife 0 1) L) L) 4 2 2 0
20, Remember ltNow! ] 4 1 4 ] i 2 i) 14
21, MedsFile i i ] 0 | 1 ] i [0
22 Juniper Health I 1 2 o o[ [3[ 70w
Legend: PL = Privacy policy location; DS = Data source; DM = Data managed; AM = Access
management; AA = Access audit; DA = Data accessed without the user's permission; . o L
SM = Security measures; CP = Changes in privacy policy; S = Standards Tapp et al. (2009) Quality improvement in primary care: ethical issues explored.
Carrién et al. (2011) International Journal of Health Care Quality Assurance, 22, 1, 8-29.
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