m Science is to test crazy ideas — Engineering is to put these ideas into Business @HCI-KDD +%

Andreas Holzinger
Machine Learning & Knowledge Extraction
for Health Informatics
University of Verona
Module 2 - Day 2 - April 2017

Health Data Jungle:
From the underlying physics of data to the
Kullback-Leibler Divergence

a.holzinger@hci-kdd.org
http://hci-kdd.org/mini-make-machine-learning-knowledge-extraction-health
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B8 ML needs a concerted effort fostering integrated research @Hci-koo

B8 Red thread through the lecture today @ HCI-KDD 5%

http://hci-kdd.org/international-expert-network
) Data .
Interactive pjning Knowledge Discovery

Data Learning Data Prepro- Data
Visualization = Algorithms  Mapping  cessing Fusion

GDM e Graph-based Data Mining
TDM o Topological Data Mining

EDM 0 Entropy-based Data Mining

Privacy, Data Protection, Safety and Security
© a holzinger@@hci-kdd org

Holzinger, A. 2014. Trends in Interactive Knowledge Discovery for Personalized Medicine:
Cognitive Science meets Machine Learning. IEEE Intelligent Informatics Bulletin, 15, (1), 6-14.
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01 Data — the underlying physics of data

02 Biomedical data sources — taxonomy of data

03 Data integration, mapping, fusion

04 Probabilistic Information

05 Information Theory — Information Entropy |
06 Cross- Entropy - Kullback-Leibler Dwerger‘:q
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B8 Machine Learning Jungle Top-Level View @ HCI-KDD &
|  cognition Visualization | Data fusion |
' Perception g__t ‘ Preprocessing |
“—;’*—'

/ Decision || Interaction -Integrat:on \

CONCEPTS THEORIES PARADIGMS MODELS METHODS TOOLS

| Dimensionality | | Complexity Unsupervised | | Gaussian P. | | Regularization || Python |

| Reinforcement | Bayesian p(x) | Supervised | IGraphicaI M. Scaling | | Church |

| Representation | | Entropy/KL | | Semi-Superv. | | Neural Nets | | Aggregation | | Anglican |

No-free-lunch || Vapnik-Chernov. | iML | Kernel/SVM || Evolution | |Ju|ia_

| Multi-Task Learning | | Transfer Learning | | Multi-Agent-Hybrid-Systems |

Data Protection, Safety and Security and Privacy Aware Machine Learning (PAML)

; Application, Validation, Evaluation, Impact — Social, Economic, Acceptance, Trust

Holzinger, A. 2016. Machine Learning for Health Informatics. In: LNCS 9605, pp. 1-24, doi:10.1007/978-3-319-50478-0_1.
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TV @HCI-KDD o

Image source: http:// . hutuib.o reflect htmi
Holzinger Group, hci-kdd.org 5 MAKE Health Verona 02
B8 Question: Where is the Biologist in this image? @HCI-KDD &

Image source: http://www.efmc.info/medchemwatch-2014-1/lab.php

Domingos, P. 2015. The Master Algorithm: How the Quest for the
Ultimate Learning Machine Will Remake Our World, Penguin UK.
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B Warm-up Quiz @HCI-KDD &
’ - p(D|0) * p(0)
- G 1py — P
\ 0|D
'_:_. R %& % p(0|D) (D)

J pixg)

nlxg)=olxy)
i 4
Task A Task B Task C
output
@it < w @R < SEF
4. Check (fo 2 Preprocessing S‘J:;::::’
factors
input
9
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B8 Repetition of Bayes - on the work of Laplace @ HCI-KDD &
What is the simplest mathematical operation for us?
pla) = (p(z,y)) (1)
How do we call repeated adding?
p(z,y) = p(ylz) * p(y) 2
Laplace (1773) showed that we can write:
p(z,y) * ply) = plylz) * p(z) (3)

Now we introduce a third, more complicated operation:

plz,y) *ply) _ plylz) * p(x)

= 4)
p(y) p(y)
We can reduce this fraction by p(y) and we receive what is called Bayes rule:
x) * p(x d|\h)p(h
'.!J(.'f." y) i })(L’l.l ) * 13{-1} p(h|d) = p( I )p( ) 5)

p(y) p(d)

Holzinger Group, hci-kdd.org g MAKE Health Verona 02



B8 Practical Example: Diagnoses @HCI-KDD o

B8 Key Problems @HCI-KDD %

= Your MD has bad news and good news for you.

= Bad news first: You are tested positive for a serious
disease, and the test is 99% accurate (T)

= Good news: It is a rare disease, striking 1 in 10,000 (D)
= How worried would you now be?

likelyhood * prior p(x) p(hld) = pld|h)p(h)

posterior p(x)=  Tiince p(d)

p(T =1|D = 1) = p(d|h) = 0,99 and
p(D =1) =p(h) = 0,0001

B g (0,99)(0,0001) =
p(D=1 | LB L= (1-0,99)%(1—0,0001)+0,99%0,0001

= 0,0098

Holzinger Group, hci-kdd.org 9 MAKE Health Verona 02

B8 What is this? @HCI-KDD o5

= Heterogeneous, distributed, inconsistent data
sources (need for data integration & fusion) [1]

= Complex data (high-dimensionality — challenge
of dimensionality reduction and visualization) [2]

= Noisy, uncertain, missing, dirty, and imprecise,
imbalanced data (challenge of pre-processing)

= The discrepancy between data-information-
knowledge (various definitions)

= Big data sets in high-dimensions (manual
handling of the data is often impossible) [3]

1.  Holzinger A, Dehmer M, & Jurisica | {2014) Knowledge Discovery and interactive Data Mining in Bioinformatics - State-of-the-Art, future
challenges and research directions. BMC Bioinformatics 15(56):11.

2. Hund, M., Sturm, W, Schreck, T., Ullrich, T,, Keim, D,, Majnaric, L. & Holzinger, A, 2015, Analysis of Patient Groups and Immunization Results
Based on Subspace Clustering. In: LNAI 9250, 358-368.

3. Holzinger, A., Stocker, C. & Dehmer, M. 2014. Big Complex Biomedical Data: Towards a Taxonomy of Data. in CCIS 455, Springer 3-18.

Holzinger Group, hci-kdd.org 10 MAKE Health Verona 02

B8 Goal of Machine Learning in Health Informatics @ HCI-KDD 5%

e

s

Holzinger Group, hci-kdd.org 11 MAKE Health Verona 02

Statistical inference &

Decision support:
Better a good solution
in time,
than a perfect solution never ...

Holzinger Group, hci-kdd.org 12 MAKE Health Verona 02



TV @HCI-KDD &

B8 Traditional Statistics versus Machine Learning @ HCI-KDD 5%

01 The underlying
physics of data

Holzinger Group, hci-kdd.org 13 MAKE Health Verona 02

B8 Institute for Advanced Study, Princeton University @ HCI-KDD 5%

= Data in traditional
Statistics

= | ow-dimensional
data ( < R190)

= Problem: Much
noise in the data

= Not much structure
in the data but it
can be represented
by a simple model

Data in Machine
Learning

High-dimensional
data { >R

Problem: not noise,
but complexity

Much structure, but
the structure can
not be represented
by a simple model

Lecun, Y., Bengio, Y. & Hinton, G. 2015. Deep learning. Nature, 521, (7553), 436-444.

Holzinger Group, hci-kdd.org

B8 Example: Neonatal Screening (1/3)

MAKE Health Verona 02

@ HCI-KDD 2=

Whaytu-i's .’data?”i
What tyipes pf

Holzinger Group, hci-kdd.org 15 MAKE Health Verona 02

Newborn screening
Intervention

Disgnesis [E01]
Diagnestic Technigues and Procedures [E01,370]
Mass Screening [EQ1.370.5001
Anonymaus Testing [E01.370.500.174]
Mass Chest X-Ray [€01,370.500.500]
Muyltiphasic Screening [E01,370,500.540]

> Neanatal Screenin. g [E01.370.500.580]
Diagnasis [E01] MeSH 0015997
Labgratory Technigues and Procedures [E01.450] .
Age Determination by Skeleton [E01.450.074] MedlinePlus 007257
Cllﬂlul Chemistry Tests [E01,450,150] +
c g [ED1,450,230] +
Hematologic Tests |[E01.450.375] +
Immunelogic Tests [E01,450,495] +
Ll Metabalic Clearance Rate [E01,450,520]
» Neonatal Screening [E01.450.560]
Subject
: Occult Bload [E01,450,575]
Headings Parasite Egg Count [E01,450.600]

Pregnancy Tests [E01.450.620] +
Radicligand Assay [E01.450,650]

Semen Analysis [E01,450,752] +

Sex Determination Analysis (E01.450.855]
Sex Determination by Skeleton [E01.450,860]
Specimen Handling [E01,450,865] +
Urinalysis [E01.450.890]

http://www.nlm.nih.gov/cgi/mesh/2011/MB_cgi?mode=&index=15177&view=expanded#TreeE01.370.500.580

Holzinger Group, hci-kdd.org 16 MAKE Health Verona 02



B8 Example: Neonatal Screening (2/3) @HCI-KDD -

Amino ackds {symbuols ) Fanty aciads {symbolsy Farty acids (symbal)

Alumine (Ala) Free cannisine (CTH) Hexadecenoyl-carnitise (C16-1)

Arginine (Arg) Acetyl-carmitine (C2) Oxtadecenoyl-camitine (C18:1)
Atgnisouscinate { Abguec) Proghosyl-carsitine (C9) Diecencyl-carniting (C10:7)

Ciarulline (Citp Butyryb-carnitine (C4) Tetrsdocadumoyl-camitne (C14 3
Gilutamate (Ghu) Inervuberyl-carnitime (C$) Oxradecadienoy|-camitine (C15 1)
Glycine (Gly) Hexamoy bcannitine (C8) Hydeoxy-isovalery l-camitine (CO8)
Methioaine (Mict) Dctanyl-carnitime (CK} Hydroaytetradecadienay-carniting (C14-0H)
Ormitine (Erm) Diecaneyearmitams (10} Hysdsoaypabmisory-carniting (C16-0H)
Phenylalanine (Fhe) Dodecanoy baarmising (€120 Hydronypalmisoleyl-carnitane (C 16 1-0H)
Fytoglutansate (Pyagl) Mytisoyl-carnitine (C14) Hydeoayokeyleapnitine (C13: 1OH)
Scrine (Serh Hexadocanaybcarnitios (C16) Dhcasbrnyl-batyryl-carmizin (C4-DC)
Tyrodss (Tyr) Otadevancy bearmiting (C15H Claanybcarmstine (C5-DO)

Valine (Val) Tighybcamaine (C5:1) Mhethey bglutaryl-carnitine (C6.DC)
Leucine + lukeucne (Xle) Decenyl-carmitine (CIR1} Methyimalonyl-carnitise (C'12-D0)

Myritokeyl-carmisine i(C14:1)
Fourteen amine acids and 29 fatty ackds am snalyond from 3 single blood spot using MSMS. The concmtrations are ghm in pmolL.

Yao, Y., Bowen, B. P, Baron, D. & Poznanski, D. 2015.
SciDB for High-Performance Array-Structured Science .
Data at NERSC. Computing in Science & Engineering, 17, RS dielinding
(3), 44-52, doi:10.1109/MCSE.2015.43. TiCHIC

i
y “
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m @HCI-KDD £

B8 Neonatal Screening (3/3) @ HCI-KDD &

02 Biomedical
data sources:
Taxonomy of data

Holzinger Group, hci-kdd.org 19 MAKE Health Verona 02

DB of high-dimensional
' *y metabolic data including
4 4t | ;‘ji:_ cases designated as PAHD
1 (n=94), MCADD (n=63) and
3-MCCD (n=22), and a
4 randomly sampled number of
] controls (n=1241)

_u-mr  CoOnstruction of
-, classification models

Baumgartner, C., e (1) decision tree paradigm
Bohm, C. & £ @ with internal feature
selection strategy

Baumgartner, D. U,‘_u_w

2005. Modelling i l (2) Logistic regression analysis

of classification iyoming with expert knowledge (diagnostic
rules on \ f flags) as model input variables

metabolic
patterns including |j Training and 10-fold-cross
validation

machine learning

and expert
knowledge. [L 1
Journal of :rg&:ﬂia:!al;aa: ;
i : co individuals
Biomedical Validaiad rodel (n=98,411) in order to
Informatics, 38, estimate the specificity of
(2), 89-98, a representative screening
doi:10.1016/j.jbi. gs population
2004.08.009.
Real predictive power
of the screening model
Holzinger Group, hci-kdd.org 18 MAKE Health Verona 02
B8 Top Level View: Biomedical Data Sources @HCI-KDD %

A

Ecosystem m

Cell

Bacteria

Molecule
1074

Atom

Holzinger Group, hci-kdd.org
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B8 Example: Type of Cells

Bundle of
nerve cells,

Loose connective tissue
with fibroblast T

Bone tissue
with osteocytes

Striated muscle cells

Karp, G. 2010. Cell and Molecular Biology: Concepts and Experiments, Gainesville, John Wiley.

Holzinger Group, hci-kdd.org 21

B8 Biological data is getting more complex (big sowieso ;)

Red blood cells

@HCI-KDD o B8 To get a feeling of biological data sources (bionumbers) @Hei-kpo i
Organism # of protein- na#v:regsﬁr:aste- BNID
EI10NUMB3R5S coding genes genome size /1000)
: - [ HIv1 9 10 105769
L ret e ¢ | Influenza A virus 10-11 14 105767
Siotumer Detali Page g Bacteriophage A 66 49 105770
Epstein Barr virus 80 170 103246
" Buchnera sp. 610 640 105757
Smooth o T. maritima 1,900 1,900 105766
g s S| s.aureus 2,700 2900 105500
2| V.cholerae 3,900 4,000 105760
&| B subtilis 4,400 4,200 111448
| Ecoli 4,300 4,600 105443
[ 5.cerevisiae 6,600 12,000 105444
Fat (adipose) C. elegans 20,000 100,000 101364
cells bionumbers.hms.harvard.edu/ A. thaliana 27,000 140,000 111380
§| D.melanogaster 14,000 140,000 111379
2| Erubripes 19,000 400,000 111375
2| zmays 33,000 2,300,000 110565
http:ﬁbook. bionumbers. M. musculus 20,000 2,800,000 : '0;;;:
org/how-many-genes- H: sapfens 21,000 3,200,000 111378
are-in-a-genome/ 7. aestivum (hexaploid) 95,000 16,800,000 s
MAKE Health Verona 02 Holzinger Group, hci-kdd.org N 22 MAKE Heallh_\-"ler;na 0z

@HCI-KDD o B8 Costs more decreasing than in Moor’s law (also cost!)

@ HCI-KDD 2=

Transcription factors

Proteins

Navlakha, S. & Bar-Joseph, Z. 2011. Algorithms in nature: the convergence of systems
biology and computational thinking. Molecular Systems Biology, 7.

Holzinger Group, hci-kdd.org 23

Cost per Raw Megabase of DNA Sequence

Moore's Law

High throughput data

+ W now have many sources of data, 6ach prowiding 8
Growth of GenBank dffarant views on ther sctivity in the osl
1 - ey - Sequance (genes]
- DHA monty
- Gone axpressicn
- Protein interactions
- Image data
- Proten-DNA inleracton
-Ex

National Human Genome
Research Institute

genome.goviseq

EEEEEEER]

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2

MAKE Health Verona 02 Holzinger Group, hci-kdd.org 24

013 2014
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B8 Example: Genetic Data @ HCI-KDD &

B8 Example Species: Bacterium E. coli @HCI-KDD o

Promoter Protein coding sequence Terminator
it ity (] I Vit Wty 15t 'ty
A4 big a0 bis. 12 V! e T ) b big iy
Secand Letter

Amuacm:rmcncmrcaumﬁmtmmmﬁccmcnmwws u 3 A G
TGCTCCAA, A C CGCCAAGTGTCTGA CTAC
TCTCOCAMAACCAMAGGTCTGCOCTGACTAGGGCACATCTGACAGAGTGGARTCAAGS gl |pmiva | Juse | v fuow [om Ju
CTAGAAGACTGGAACAGCTATTTCTACTGATTTTTCCTCGAGAAGACCTTGACATGATT UUA | | |UCA uAA  siop |uGA A
nmmim&ﬁcmnmmﬂrmnsﬁmc&GG-&'I'rArnGTAcAm G ucG UAG  Swp |UGG Tp (G

CGTCACH TGGCTTCAGTGE: TGATATGLCTETA am P o | s lew m
ACATTGAGAC, CATCATCATCGGA c|cuc | Leu|cec | Pro |cac c6c | arg |€
CAMMGACAGTTGAL TGACTCGGCAGCTCATC, TCCACAATTCCG i CUA ceA CAA I Gin | COA ™
TIGGATTTTATGCCCAGGGATGCTCTTCATGGATTTGATTGGTCTGAAGAGGATGACATG cue cce cAG coe G
TCGGATGGCTTGCCCTTCETGAMACGGACCCCAMCAATANTGGGTTCTTTGGCGACGGT ener| | Acu ARU | Asn | AGU | Ser |u [ieaer
TCTCTCTTATGTATTCTTCGATCTATTGGCTTTAAACCOGAMATTACACGAACTETAAC a0 | e (A2 e |22 ] ] hall
GTTAACAGGECTCCCBACCATGATTAC CACGTTGGCTTCTAGATCCACAACA AUA ACA A | 1y |w A
TCCCGTTTACTTCARAGTTATCTCAATAATTTTCACCCCTACTGCECTATCGTGCACTCA WG g [ace | ase 66 [
COGACGCTAATGATGTTGTATAATAACCAGATTGAAT CGCGTCGAAGGATCAATGGCAR G ccu GAu | Asp v
ATCCTTTTTAACTGCATATTAGCCATTGGAGCCTGGTGTATAGAGGGGGAATCTACTGAT e|ovc | vu |oce | A ml oy |
ATAGATGTTTTTTACTATCAAAATGCTAAATCTCATTTGACGAGCAAGGTCTTCGAGTCA GUA GCA GRA I Giu A

cuG GCG GAG m G
For further reading this is recommended:
Buffalo, V. 2015. Bioinformatics Data Skills:
Reproducible and Robust Research with Open
Source Tools, Sebastopol (CA), O'Reilly.
e
Holzinger Group, hci-kdd.org 25 MAKE Health Verona 02

B8 What can ML do with such data? @HCI-KDD &

Holzinger Group, hci-kdd.org 26 MAKE Health Verona 02

B8 Where do we get the data sets from? gnu-xnn;%

i f Il

km.w 4
v

Learning

Algorithm

. 2
| Class of the
| query instance

Features are key to learning
and understanding!

Holzinger Group, hci-kdd.org 27 MAKE Health Verona 02

opEN
Billions of biological data sets are openly l\‘p‘%

available, here only some examples: CAmPR®

General Repositories:
= GenBank, EMBL, HMCA, ...

Specialized by data types:

= UniProt/SwissProt, MMMP, KEGG, PDB, ...
Specialized by organism:

= WormBase, FlyBase, NeuroMorpho, ...
Details: http://hci-kdd.org/open-data-sets

Holzinger Group, hci-kdd.org 28 MAKE Health Verona 02



B8 Example Data Set from an High-Throughput Experiment @Hci-koo B8 Taxonomy of data @HCI-KDD o

= Physical level -> bit = binary digit = basic
indissoluble unit (= Shannon, Sh), # Bit (!)
in Quantum Systems -> qubit

= Logical Level -> integers, booleans, characters,
floating-point numbers, alphanumeric strings, ...

« each column represents a = Conceptual (Abstract) Level -> data-structures, e.g.

measurement of gene F
expression (MBNA shigidanos) lists, arrays, trees, graphs, ...

at some time point = Technical Level -> Application data, e.g. text,
. red indiicates theta genelis graphics, images, audio, video, multimedia, ...

being expressed more than = “Hospital Level” -> Narrative (textual) data,
some baseline; green means numerical measurements (physiological data, lab

II|| |
less ; . b
results, vital signs, ...), recorded signals (ECG, EEG,

Figure from Spellman et al., Molecular Biology of the Cell, 9:3273-3297, 1998 .
...), Images (x-ray, MR, CT, PET, ...) ; -omics

o, Alpha cdcl5  cde28 I:.Iu

« this figure depicts one yeast

1 f
gene-expression data set

« each row represents a gene

o

w

(=]
(]

=
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B8 Taxonomy of data at Hospital Level @ HCI-KDD 5% B8 Example Data Structures (1/3): List @ HCI-KDD 5%
= Clinical workplace data sources i = T Kkt
= Med.docs: text (hon-standardized (free-text), semi- - i
structured, standard terminologies (ICD, SNOMED-CT) wpqun: (p[] a5
= Measurements: lab results, ECG, EEG, EOG, ... » o]

p = NEM(lizmk);

= Surveys, Clinical studies, trials

* Image data sources
= Radiology: MRI (256x256, 200 slices, 16 bit per pixel,

oy e

ale site DNA Logo

P keyx; 2

(=]
" E B CAP recognition
1

uncompressed, ~26 MB); CT (512x512 60 slices, 16 bit per 2 16T A Caca T

pixel, uncompressed ~32MB; MR, US; P <[] 5";;_ Bt SRR 8
= Digital Microscopy : WSI (15mm slide, 20x magn., 24 bits per R _ FI S A

pixel, uncompressed, 2,5 GB, WSI 10 GB; confocal laser = = ¢ cxrm et S

scanning, etc.
= -omics data sources

= Sanger sequencing, NGS whole genome sequencing (3 billion
reads, read length of 36) ~ 200 GB; NGS exome sequencing
(“only” 110,000,000 reads, read length of 75) ~7GB;
Microarray, mass-spectrometry, gas chromatography, ...

Holzinger Group, hci-kdd.org 31

MAKE Health Verona 02

X[ [ s gé‘é; .!E;&w&-T"ETV%"HL L

———————————————————————

Crooks, G. E., Hon, G., Chandonia, J. M. & Brenner, S. E. (2004) WebLogo: A sequence logo
generator. Genome Research, 14, 6, 1188-1190.

Holzinger Group, hci-kdd.org 32
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B8 Example Data Structures (2/3): Graph @HCI-KDD -

B8 Example Data Structures (3/3) Tree @HCI-KDD -

Evolutionary dynamics act on populations. .
Neither genes, nor cells, nor individuals evolve; 4

i x.
only populations evolve. N L
o
Initial population Select for reproduction 2

@~
AR
N @

/7

W

Select for death Replace
B 0 Wy Wy 0 o o
0 0 Wy Wy O
W= wyy 0 0 0 wg
Lieberman, E., Hauert, C. & Nowak, M. A. 0 w0 0 0
(2005) Evolutionary dynamics on graphs. 0 0 o we O
Nature, 433, 7023, 312-316. = —
Holzinger Group, hci-kdd.org 33 MAKE Health Verona 02
B8 Algorithms in nature: Shared principles @HCI-KDD A

—
e

(L]
A0
MACE
M
B

Teosinte (v

Hufford et. al. /1- 42y
2012. Comparative : . - .
population Z. mays ssp. parviglumis :] T Wi
genomics of maize Y
domestication and
improvement.
Nature Genetics,

44, (7), 808-811.

i 4 i)
Domestication & ; aeirs

Landraces Maize MRZY
'|-| E it
I.-- MHOn

Improvement I

. _— 4 RCe
Modern inbred lines it
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B8 Translational Health Informatics Continuum @ HCI-KDD 5%

A) Distributed computing

B) Network processes

D) Randomness and stochasticity
1 Time A Time B

P
W B 1)
w}g '7/.;'

gene

http://cacm.acm.org/magazines/2015/1/181614-distributed-information-processing-in-
biological-and-computational-systems/abstract

Navlakha, S. & Bar-Joseph, Z. 2014. Distributed information processing in biological and
computational systems. Commun. ACM, 58, (1), 94-102.

https://www.youtube.com/watch?v=4u47nwHzql4&feature=youtu.be

Holzinger Group, hci-kdd.org 35 MAKE Health Verona 02

Translational Medicine Continuum

Innovation Validation Adoption
Bench Bedside ~—E]—- Community «—@—o Policy
Translational Clinical Research
Bioinformatics Informatics
Bio- Imaging Clinical Public Health
informatics Informatics Informatics Informatics
Molecules Tissues
& Cells & Organs Individuals Populations

Biomedical Informatics Continuum

Sarkar, |. 2010. Biomedical informatics and translational medicine. Journal of Translational
Medicine, 8, (1), 2-12.
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m @HCI-KDD £

B8 Biomedical Research needs Open Data Access @HCI-KDD o
= Grand Challenges in this area: %%‘;
= — Production of Open Data Sets o

— Synthetic data sets for learning algorithm testing

— Privacy preserving machine learning

— Data leak detection

= — Data citation

= — Differential privacy

= — Anonymization and pseudonymization

= — Evaluation and benchmarking

Please visit:
http://hci-kdd.org/privacy-aware-machine-learning-for-data-science/

Holzinger Group, hci-kdd.org 37 MAKE Health Verona 02

m @HCI-KDD £

03 Data Integration,
mapping, fusion

Holzinger Group, hci-kdd.org 38 MAKE Health Verona 02

B8 In medicine we have two different worlds ... @ HCI-KDD 5%

Unsolved Problem:
Data Integration and
Data Fusion in the
Life Sciences

How to combine these different data types together to
obtain a unified view of the activity in the cell is one of the
major challenges of systems biology

Navlakha, S. & Bar-Joseph, Z. 2014. Distributed information processing in biological and
computational systems. Commun. ACM, 58, (1), 94-102, doi:10.1145/2678280.

Holzinger Group, hci-kdd.org 39 MAKE Health Verona 02

Information may bridge this gap

Holzinger, A. & Simonic, K.-M. (eds.) 2011. Information Quality in e-Health. Lecture Notes in Computer

Science LNCS 7058, Heidelberg, Berlin, New York: Springer.
Holzinger Group, hci-kdd.org 40 MAKE Health Verona 02



BY Not only a problem at cell level ... @HCI-KDD o

B8 Example Data Integration Architecture @HCI-KDD 5%

Clinical patient data
(e.g. EPR, images, lab etc.)

Biomedical R&D data

(e.g. clinical trial data)

Weakly structured, highly fragmented, with low integration

Health business data Private patient data
(e.g. costs, utilization, etc.) (e.g. AAL, monitoring, etc.)

Manyika, J., Chui, M., Brown, B., Bughin, J., Dobbs, R., Roxburgh, C. & Byers, A. H. (2011) Big data: The next
frontier for innovation, competition, and productivity. Washington (DC), McKinsey Global Institute.

Holzinger Group, hci-kdd.org 41 MAKE Health Verona 02

B Example: Integrated Data Set @HCI-KDD 5%

Patient-related Finding Data

g{- Clinical Findings y
Clinical Centers > +Study Admini

@ | Pathological TS Study +Basic Reports
Findings e Repository : > +Export
g Centers i ) e
g Location specific V:;":'::"
Genetics Centers | genetic Findings chacks

Management of Clinical Trials

p dic transfer
Chip-based genetic Data — i and A ion Data
Gene Expression Data S b +Dala Analyses and Reports
o «Export
[ Matrix-CGH Data | w
. Mapping between -
| Lab Annotation Data @ Patient IDs and r —
Chip IDs | r
Public Gene/Clone Annotation Data r g l
@ @ @ e, — ¥
GO Entrez  OMIM —

Kirsten, T., Lange, J. & Rahm, E. 2006. An integrated platform for analyzing molecular-biological data within clinical studies.
Current Trends in Database Technology—=EDBT 2006. Heidelberg: Springer, pp. 399-410, doi:10.1007/11896548_31.
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By -Omics-data jungle @HCI-KDD &

Chips / Patients

] L L
) —-l_- 'm| .]— |
N mmﬁff; Armnn

Clinical data e s

Genes

EERERERZ RS RERRER SRR
555855858088 g8588588585588545851%

Kirsten, T., Lange, J. & Rahm, E. 2006. An integrated platform for analyzing molecular-biological data within clinical studies.
Current Trends in Database Technology—EDBT 2006. Heidelberg: Springer, pp. 399-410, doi:10.1007/11896548_31.
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= Genomics (sequence annotation)

Transcriptomics (microarray)

* Proteomics (Proteome Databases)

= Metabolomics (enzyme annotation)

* Fluxomics (isotopic tracing, metabolic pathways)
= Phenomics (biomarkers)

= Epigenomics (epigenetic modifications)

= Microbiomics (microorganisms) :

= Lipidomics (pathways of cellular lipids;



B Omics-data integration @HCI-KDD o5
= i iptomics | P | Protein-DNA | Protein—proteln | Fluxomics | Phenomics
I interactions interactions |
Genomics = ORF validation | = SNF effecton | Enzyme * Binding-site. | = Functionat | = Functional | = Functional
{sequence * Regulatory protein activity identification™ ion' o114
annotation) element 1 or abundance » Biomarkers'®™
identification’ | i
Transcriptamics * Protein: * Enzyme . Gene-—nguh‘_lp_q_ll * Functional * Functional
[microarray, SAGE) ip fan'™ ks™ jon'* annotation™
comelation™ * Protein complex
identification*! |
Proteomics *» Enzyme * Regulatory | » Differential | « Enzyme WMIU'; * Functional
[ &, post- complex complex | annotation
translational id ! s
dification)
el Metabolomics * Metabolic- * Metabalic * Metabolic
(metabolit iptional pathway flexibility
abundance) Tesponse bottlenecks * Metabolic
engineering'™
Pratein-DNA * Signalling | « Dynamic
interactions casc network
[ChiIP-chip) responses™
Protein-protein B Pathway
interactions identification
(yeast ZH, activity™
coAFME Fluxomics « Metabolic
(isotopic tracing) engineering
Phenomics

Joyce, A. R. & Palsson, B. @. 2006. The model organism as a system:
integrating'omics' data sets. Nature Reviews Molecular Cell Biology, 7, 198-210.
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B8l DAS28 Predicted Mean Responses

{phenatype arrays,
RMA} screens,
synthetic lethals)

MAKE Health Verona 02

@ HCI-KDD 2=

m Example of typical clinical data sets @HCI-KDD o

DAS28-Predicted Means

15 18 21 24 27
Time [month]

Simonic, K. M., Holzinger, A., Bloice, M. & Hermann, J. (2011). Optimizing Long-Term Treatment of
Rheumatoid Arthritis with Systematic Documentation. Pervasive Health - 5th International Conference on
Pervasive Computing Technologies for Healthcare, Dublin, IEEE, 550-554.

Holzinger Group, hci-kdd.org

a7

MAKE Health Verona 02

= 50+ Patients per day ~ 5000
data points per day ...

Aggregated with specific
scores (Disease Activity
Score, DAS)

Current patient status is
related to previous data

= convolution over time
» = time-series data

Simonic, K. M., Holzinger, A., Bloice, M. & Hermann, 1. (2011). Optimizing Long-Term Treatment
of Rheumatoid Arthritis with Systematic Documentation. Pervasive Health - 5th International
Conference on Pervasive Computing Technologies for Healthcare, Dublin, IEEE, 550-554.
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B8 Standardization versus Structurization

Holzinger, A. (2011) Weakly
Structured Data in Health-
Informatics: The Challenge for
Human-Computer Interaction. In:
Baghaei, N., Baxter, G., Dow, L. &
Kimani, S. (Eds.) Proceedings of
INTERACT 2011 Workshop:
Promoting and supporting healthy
living by design. Lisbon, IFIP, 5-7.

Omics Data
Natural

Language

Weakly-Structured

Databases
Libraries

Well-Structured

[ RF ow |

Standardized

Non-Standardized
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8 Data Dimensionality examples @HCI-KDD o

= 0-D data = a data point existing isolated from other
data, e.g. integers, letters, Booleans, etc.

= 1-D data = consist of a string of 0-D data, e.g.
Sequences representing nucleotide bases and amino
acids, SMILES etc.

= 2-D data = having spatial component, such as
images, NMR-spectra etc.

= 2.5-D data = can be stored as a 2-D matrix, but can
represent biological entities in three or more
dimensions, e.g. PDB records

= 3-D data = having 3-D spatial component, e.g. image
voxels, e-density maps, etc.

= H-D Data = data having arbitrarily high dimensions

B8 Example: 1-D data (univariate sequential data objects) @Hc1-kpD
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B8 Example: 2-D data (bivariate data) @HCI-KDD &
At - .
s iy “ vt 5
1 el
a‘ 5 3 ,_. :
. ’ -

Healty —
Astheitic —F
Autheitic

Autheitic

Authritic

Hoalthy —
Aathritic
Autheitic
Haalthy
Healthy
Haalthy
Astheitic —
Agthaitic
Hoathy
Autheific
Athritic —

Kastrinaki et al. (2008) Functional, molecular & proteomic characterisation of bone marrow
mesenchymal stem cells in rheumatoid arthritis. Annals of Rheumatic Diseases, 67, 6, 741-749.
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SMILES (Simplified Molecular Input Line Entry Specification)

... iIs @a compact machine and human-readable chemical
nomenclature:

e.g. Viagra:

CCc1nn(C)c2c(=0)[nH]c(nc12)c3cc(ccec30CC)S(=0)(=0)N4CC
N(C)cc4

...is Canonicalizable
...is Comprehensive
...is Well Documented

http://www.daylight.com/dayhtml_tutorials/languages/smiles/index.html
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B8 Example: 2.5-D data (structural information & metadata) @Hci-koni-

- s o s SPDE
A portal to
Tiwuiday Aug 5 P POT thees 73504 structures B @ | POB Statistics.
i
# pasphay Files -
S. aureus Dihyc 3 with novel 7-aryl- 3SQY %, Dorermdoad s +
2,4-diaminoquinazolines 3 share this w ge =

D01 10,7710, b sy et

design of new ts: 7-aryl-2,4-dlamis

WL, Millgers, M., Cunnisgham, M., Ches, 7., Troow, M-, Thang, 1.0, Kohs
Malsom, .-, Mwmn, 0., Stidham, M., Orown-Driver, V.o, Shaw, K15, Fine

iacrg Med. Cham. Latt.

Fnmapaar ¥
DOI: 101016/ Imcl 211,07.05% &
Saarch Rekatod Astiches in Pulsbtod 5

Pabibed Alisiract:

DHHFR] intibibors such a5 (Th4%) bave Vong played @ significa
Mo surprisingly, after decades of usa Thers is now Bacterial resiitancs to THE e thersfors & nes
| Raadd Mors B Search PubMed Alstracts |

Chasalication:  Oukborrdostane foukloredisctaw Inkior

‘Structiors Welght: 2033701

Molecube: Dddiotlite reductase

Pobymeer: 1 Type: polypeptideil]
Chalas: %

Ece: FENERY ]

A = http://www.pdb.org e

[
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B8 Example: 3-D Voxel data (volumetric picture elements)  @Hci-koD i B8 Note: The curse of dimensionality @HCI-KDD o

caip 1 dimension:
10 positions
4

2 dimensions:
100 positions
L ]

Scheins, J. J., Herzog,
H. & Shah, N. J. (2011)
Fully-3D PET Image
Reconstruction Using
Scanner-Independent,
Adaptive Projection
Data and Highly
Rotation-Symmetric
Voxel Assemblies.
Medical Imaging, IEEE
Transactions on, 30, 3,

Bengio, S. & Bengio, Y.
2000. Taking on the curse
of dimensionality in joint
distributions using neural
networks. |IEEE Transactions
on Neural Networks, 11,
(3), 550-557.

veeves gp dimensions:
1000 positions!

879-892. -
http://www.iro.umontreal.ca/~bengioy/yoshua_en/research.html
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B8 Example: Data structures - Classification @HCI-KDD o5 B8 Categorization of Data (Classic “scales”) @HCI-KDD o5
Sl Empirical Mathem. | Transf. Basic Mathematical
Data Operation Group inR Statistics Operations
structures Structure
Determination | Permutation | x =~ f(x) | Mode, &a
/\ NOMINAL of Equalitv xl,:f{x} contingency ]
X ... 1-to-1 correlation
Separable Aggregated
/\ Determination | Isotonic x ~f(x) | Median, =, %,2>,<
/\ ORDINAL of more/less | x’ = f{(x) Percentiles
/ \ X ... mono-
Qualitative Quantitative Mixed Pure SRRIEIne:
Determination| General x ~rx+s | Mean, Std.Dev.| =,%,>,<,-,+
INTERVAL 4 : 2 o
/\ /\ Aggregated attribute = a homomorphic of equality of | linear Rank-Order
] map J€ from a relational system <A; => intervals or x'=ax+b Corr., Prod.-
Nominal Ordinal Interval Ratio into a relational system <B; =>; differences Moment Corr.
where A and B are two distinct sets of
n . " data elements. Determination | Similari x~rx | Coefficientof |=, 2, >,<,-+ % +

Dastani, M. (2002) The Role of Visual Perception Thisis in contrast with other attributes RATIO Stecuakity or Inoar ty el y #, 2,5, 1, %,

in Data Visualization. Journal of Visual Languages since the set B is the set of data 1

and Computing, 13, 601-622. elements instead of atomic values.

Stevens, S. S. (1946) On the theory of scales of measurement. Science, 103, 677-680.
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B8 Challenges in Data Integration @HCI-KDD o

TV @HCI-KDD &

= Bridging the gap between natural sciences and
clinical medicine (who has seen genomics and
patient data integrated in routine?)

Organizational barriers, data provenance, data
ownership, privacy, accessibility, usability, fair
use of data, security, safety, data protection

Combine Ontologies with Machine Learning
Stochastic Ontologies, Ontology learning

Integration of data from wet-labs with
in-silico experimental data (e.g. tumor growth
simulation)
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B8 Please always distinguish models between ... @HCI-KDD o

04 Probabilistic
Information p(x)
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Life is complex information @HCI-KDD -
IY

"Boolean models
=Algebraic models
="Probabilistic models *)

*) Our probabilistic models describes data which we can observe from our
environment — and if we use the mathematics of probability theory , in order to
express the uncertainties around our model then the inverse probability allows us
to infer unknown unknowns ... learning from data and making predictions — the
core essence of machine learning and of vital importance for health informatics

Ghahramani, Z. 2015. Probabilistic machine learning and artificial
intelligence. Nature, 521, (7553), 452-459, doi:10.1038/nature14541.
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Lane, N. & Martin, W. (2010) The energetics of genome complexity.
Nature, 467, 7318, 929-934.
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B8 Information is everywhere ... @HCI-KDD o

* Communication (Hartley, Nyquist, Shannon)
* Coding Theory (Fano, Hamming, Reed, Solomon)
* Cryptography (Hellman, Rivest, Shamir, Adleman)
* Complexity (Kolmogovov, Chaitin) Computation, Chaos
* Cybernetics (Wiener, von Neumann, Langton)
* Foundations (Brillouin, Bennet, Landauer)
* Canonical Quantum Gravity (Wheeler, De-Witt)
* Metabiology (Conrad, Chaitin)
Unification via Information (Carlo Rovelli’s books)

Universe’s ultimate mechanism for existence might be
Information: “it from bit” (Wheeler’s last speculation)

Manca, V. 2013. Infobiotics: Information in Biotic Systems, Heidelberg, Springer,
doi:10.1007/978-3-642-36223-1.
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B8 Bayes Law of Total Probability = data modelling @ HCI-KDD 5%

B8 For ML and Health always remember @HCI-KDD o

Bayes’ Rule in words —— =
d ... data; h ... hypothesis (L Hhlitond ) ¢ pagE
H {Hl, H,, .., Hy} ... Hypothesis space ' '___Dmbab_’f'_t?__... /

Posterror Vh d
Probablllty

(dlh)P(h)
h d)=—2~
p(hid Zaen PR B().

Evidence = "\__

— .. marginal |
sl ' . likelihood o
. Sum over space of S
. alternative hypotheses
Holzinger Group, hci-kdd.org 63 MAKE Health Verona 02

Probabilistic Information p(x)

Bayes, T. (1763). An Essay towards
solving a Problem in the Doctrine of
Chances (Postum communicated by
Richard Price). Philosophical
Transactions, 53, 370-418.

Thomas Bayes
)= Z P(zi,y;)) wor-wer  P(Tiy;) = pyj|zi) P(:)
Bayes’ Rule is a corollary of the Sum Rule and Product Rule:

p(yjlzi)p(z:)

(xa|yj) Zp(gg“y;)p( )

Barnard, G. A., & Bayes, T. (1958). Studies in the history of probability and statistics: IX. Thomas Bayes's
essay towards solving a problem in the doctrine of chances. Biometrika, 45(3/4), 293-315.
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B8 Always remember: @ HCI-KDD &

The inverse probability allows to infer unknowns,
learn from data and make predictions:

1) Maximume-Likelihood Learning

finds a parameter setting, that maximizes the p(x) of
the data: P (D |0)
2) Maximum a Posteriori Learning (e.g. for MCMC)

assumes a prior over the model parameters P () and
finds a parameter setting that maximizes the posterior:
P(6|D) < P(B)P(D|6)

3) Bayesian Learning

assumes a prior over the model parameters and
computes the posterior d:strlbutlon P(0|D)
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B8 Parameter Estimation @HCI-KDD o5

= General setting:

= Given a (hypothesized & probabilistic) model that governs
the random experiment

= The model gives a probability of any data p(D| ) that
depends on the parameter 0

= Now, given actual sample data X = {x,, ..., x,,}, what can we
say about the value of 0?

= |ntuitively, take your best guess of 0
= “best” means “best explaining/fitting the data”
= Generally an optimization problem
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B8 llustration of Bayesian Estimation @HCI-KDD o

B Maximum Likelihood vs. Bayesian @HCI-KDD o

likelyhood * prior p(x)

osterior p(x)=
i p( ) evidence

Posterior:
P(BIX)ec p(X[6)p(6)

1
M
I : \ Likelihood:
1
|
1
1
1

P(X|0)
/x"_‘(xu---s"n)

Prior: p(0)

6,: prior mode

0: posterior mode 0,,: ML estimate
For more basic information: Bishop, C. M. 2007. Pattern Recognition and Machine Learning, Springer.
For application examples in Text processing refer to: liang, J. & Zhai, C. X. 2007. An empirical study of

tokenization strategies for biomedical information retrieval. Information Retrieval, 10, (4-5), 341-363.
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= 1) Maximum likelihood estimation (given X)

= “Best” means “data likelihood reaches maximum”

6 = arg max P(X|0)
6

= Problem: massive amount of data necessary

= 2) Bayesian estimation (use posterior)
6 = arg max P(X|0) = arg max P(X|6) P(6)
6 6

= “Best” means being consistent with our “prior” knowledge
and explaining data well

= Problem: how to define prior?

An example can be found in: Banerjee, O., El Ghaoui, L. & D'aspremont, A. 2008. Model selection through
sparse maximum likelihood estimation for multivariate gaussian or binary data. The Journal of Machine
Learning Research, 9, 485-516. Available via: http://arxiv.org/pdf/0707.0704
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m @HCI-KDD £

05 Information
Theory & Entropy
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B8 Probability > Information > Entropy @ HCI-KDD 5%

= Information is the reduction of
uncertainty

= |f something is 100 % certain its
uncertainty =0

= Uncertainty is a max. if all choices are
equally probable

= Uncertainty (as information) sums up
for independent sources

B8 Entropy as measure for disorder @HCI-KDD o
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B8 An overview on the History of Entropy @HCI-KDD &
Bernoulli (1713) Maxwell (1859), Boltzmann (1871),
Principle of Insufficient Gibbs (1902) Statistical Modeling
Reason _ of problems in physics Pearson (1900)
¥ . Goodness of Fit
| measure

Bayes (1763), Laplace (1770)
How to calculate the state of

a system with a limited
| number of expectation values

Fisher (1922)
| Maximum Likelihood

Jeffreys, Cox (1939-1948) Shannon (1948)
Statistical Inference Information Theory J

) 4 4 N

Bayesian Statistics = Entropy Methods Generalized Entropy

See next slide
confer also with: Golan, A. (2008) Information and Entropy Econometric: A Review and
Synthesis. Foundations and Trends in Econometrics, 2, 1-2, 1-145.
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medium entropy high entropy

high complexity low complexity

low entropy
low complexity

http://www.scottaaronson.com
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B8 Towards a Taxonomy of Entropic Methods @HCI-KDD o

Entropic Methods Generalized
Entropy

Jaynes (1957)

| Maximum Entropy (MaxEn) Renyi (1961)

Renyi-Entropy

Adler et al. (1965)

Topology Entropy (TopEn) Mowshowitz (1968)
e : Graph Entropy (MinEn)
Tsallis (1980)
) Posner (1975) . Tsallis-Entropy
Minimum Entropy (MinEn) |
Pincus (1991)

Approximate Entropy (ApEn
it . (Apkn) Rubinstein (1997)

Richman (2000) Cross Entropy (CE)

Sample Entropy (SampEn)

Holzinger, A., Hortenhuber, M., Mayer, C., Bachler, M., Wassertheurer, S., Pinho, A. & Koslicki, D. 2014, On
Entropy-Based Data Mining. In: Holzinger, A. & Jurisica, |. (eds.) Lecture Notes in Computer Science, LNCS
8401. Berlin Heidelberg: Springer, pp. 209-226.
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B8 Example of the usefulness of ApEn (1/3) @HCI-KDD %

B8 Example of the usefulness of ApEn (2/3) @ HCI-KDD -

v o®
%

Il
T
TAGFM S40PM 12:04 AM 228 AM 452 AM 716 AM

Holzinger, A., Stocker, C., Bruschi, M., Auinger, A., Silva, H., Gamboa, H. & Fred, A. 2012. On
Applying Approximate Entropy to ECG Signals for Knowledge Discovery on the Example of
Big Sensor Data. In: Huang, R., Ghorbani, A., Pasi, G., Yamaguchi, T, Yen, N. & Jin, B. {eds.)
Active Media Technology, Lecture Notes in Computer Science, LNCS 7669. Berlin Heidelberg:
Springer, pp. 646-657. EU Project EMERGE (2007-2010)

Let: (xn) = {x1!x21 -"rxN}

-3

X; = (Xi, X4 1) 0 X(i4m-1))

10, Xl =, max  (|x(4e-1) = XG4e-])

AGm,7) = lim [¢™(r) ~ ¢™* ()]

N-m+1
L NTG) 1 .
TO= gy POy L NGO
t=1

Pincus, S. M. (1991) Approximate Entropy as a measure of system complexity. Proceedings
of the National Academy of Sciences of the United States of America, 88, 6, 2297-2301.
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m ApEn @ HCI-KDD o=
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B8 Example: ApEn (2) @ HCI-KDD &
H 0
I | i
e | I h ’ { "I.'I | r "'1

.' \"I ’ ’ g ," | N A |||I
0 h L ‘ '?1';‘:1: ;I;Jnll ‘ji; M}ﬁ ‘ni ‘“ l'ﬂ\‘" “?m-
M % ‘I"t | i) i 'T |}"}'f 1 (‘f} :“I 'IT“"‘\‘iﬂwﬂa"' ﬂ"*

. "‘1’ i AR
,ﬂf\ #

‘V‘&‘L' &/ \,"

v\f“

ﬂ“ flll’l:| J
\F M \

time t
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70 o7

HR {1/min}

00 00 600
Time g Time is)

Holzinger, A., Hortenhuber, M., Mayer, C., Bachler, M., Wassertheurer, S., Pinho, A. & Koslicki, D
2014. On Entropy-Based Data Mining. In: Holzinger, A. & Jurisica, I. (eds.) Interactive Knowledge
Discovery and Data Mining in Biomedical Informatics, Lecture Notes in Computer Science, LNCS
8401. Berlin Heidelberg: Springer, pp. 209-226.
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m Significance of FuzzyMEn for different nL and nF, N=1000 @ Hci-kpD &

Ay B

IEEHE

mmE

Mayer, C., Bachler, M Hortenhuber M Stocker G Holz:nger A &Wassertﬁeurer S 2014 Selection of
entropy-measure parameters for knowledge discovery in heart rate variability data. BMC Bioinformatics, 15,

(Suppl 6), 52, doi:doi:10.1186/1471-2105-15-56-52.

B8 Summary: Example Heart Rate Variability @HCI-KDD 5%

1 -y

mi,@mwmmwwiwﬁi oy

06—
mocou 000100 M.OZ'OO 000300 ooos.oa OO'OTM 0009{0 0010'0]
Time (s)

= Heart Rate Variability (HRV) can be used as a marker of
cardiovascular health status.

F.F'l'n‘u' |I ]

= Entropy measures represent a family of new methods to
guantify the variability of the heart rate.

= Promising approach, due to ability to discover certain
patterns and shifts in the "apparent ensemble amount
of randomness" of stochastic processes,

= measure randomness and predictability of processes.

Mavyer, C., Bachler, M., Holzinger, A., Stein, P. K. & Wassertheurer, S. 2016. The Effect of Threshold Values and
Weighting Factors on the Association between Entropy Measures and Mortality after Myocardial Infarction in
the Cardiac Arrhythmia Suppression Trial (CAST). Entropy, 18, (4), 129, doi::10.3390/e18040129.
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m @HCI-KDD £
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B8 Baseline: A,B,C — After treatment: D,E,F N=1200 @HCI-KDD &
A B . C o
u 1
2.0} » .00} > .00}
A 8
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r T
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Mayer, C., Bachler, M., Holzinger, A., Stein, P. K. & Wassertheurer, 5. 2016. The Effect of Threshold Values and
Weighting Factors on the Association between Entropy Measures and Mortality after Myocardial Infarction in
the Cardiac Arrhythmia Suppression Trial (CAST). Entropy, 18, (4), 129, doi::10.3390/e18040129.
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06 Cross-Entropy
Kullback-Leibler
Divergence
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B Entropy — KL-Div. — Mutual Information @HCI-KDD %

8 Solomon Kullback & Richard Leibler (1951) @HCI-KDD A

= Entropy:

= Measure for the uncertainty of random
variables

= Kullback-Leibler divergence:
= comparing two distributions
= Mutual Information:

= measuring the correlation of two
random variables

ON INFORMATION AND SUFFICIENCY
By 8. Kuiupack axp R. A, LesLer
TMGeww?'r"' Universily and Washington, D. C.

1. Introducti lizes to the abstract case Shannon's definition
of information llﬁ}, [lu] Wiener's information (p. 75 of [18]) is essentially the
mushmnmeﬂmwghwdrmmuwmdtﬁmt(d [ool.mtel,piﬁ
of [16]) and Shannon app _I:n- ia pt more p
R. A. Fisher’s definition of & i i ;uweuhm{pm
of [6]). However, hsumwptmqmtedﬁmﬂmmlhﬂufﬂhmmd“"’m
and hence ours, although the two are not unrelated as is shown in paragraph 2.

R. A. Fisher, in his original introduction of the criterion of sufficiency, re-
quired “that the statistic chosen should summarize the whole of the relevant
information supplied by the sample,” (p. 316 of [5]). Halmos and Savage in a
recent paper, one of the main resulis of which is a generalization of the well
known Fisher-Neyman theorem on sufficient statistics to the abstract case,
eomltﬂe,“Wathmkhtonnﬁmmhnfmhmetohmebemﬂmwnmﬂle
subject by ..., and (c) the ption that a sufficient statisti all
menﬁonnatlonmonltho hnical sense of ‘inf ! d by
variance,” (p. 241 of [8]). Itmahonmthwnmwthemfomatmnmn
mnplemdefmdhuem tlm‘.u in the Shannon-Wiener sense cannot be in-
creased: by any statistical and is invari (not d 1) if and
wlynimfﬁcmtmtummunploy!d For a similar property of Fisher's
minrmnhmmep.?l?nr[[ﬁ] Doob [19].

Wemllao 1 with the statistical problem of discrimination (3], [17])

of the “dist b

popuhtm [ll] 2], 13)) in tarmoofour memu of lniormatmn For the sta-
tistician two populations differ more or less according as to how difficult it is to
discriminate between them with the best test [14]. The particular measure of
divergence we use has been considered by Jeffreys ([10], (11]) in another connec-
tion. He is primarily concerned with its use in providing an invariant density
of @ priori probability. A special case of this divergence is Mahalanobis' gen-
eralized distance [13].

Holzinger Group, hci-kdd.org B2

m Remember Shannon Entropy

Solomon Kullback Richard Leibler
1907-1994 1914-2003

Kullback, S. & Leibler, R. A.
1951. On information and
sufficiency. The annals of
mathematical statistics, 22, (1),
79-86,
www.jstor.org/stable/2236703
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Hlz] = — ) p(=)log, p(z)

Shannon, C. E. 1948. A Mathematical Theory of Communication. Bell

System Technical Journal, 27, 379-423.

Important quantity in
* coding theory
* statistical physics
* machine learning
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B8 Conditional Entropy @ HCI-KDD &

B8 The Kullback-Leibler Divergence @HCI-KDD o

Hiy|x] = — / / p(y, %) In p(y|x) dy dx

Hlx,y| = Hly|x] + H[x]
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B8 Note: KL is not symmetric! @HCI-KDD o

KL(p|lq) = —/p(x) In g(x)dx — (— /p(x) In p(x) dx)

. _T. q(x)
B /p(x)lll{z’(X)}dx

N
KL(p||q) ~ % Z {—Ingq(x,|0) + Inp(xy,)}

n=1

KL(pllg) =0

KL-divergence is often used to measure the
distance between two distributions

¢* = argmin_Dicr.(pllq) q" = argmin, Dxx.(q||p)

— »(@) A [—
E;‘ Z \ -
= -+ g (z) g Iy - g (2)
g g |
A s \
z Bl 5.,
B 2| ! \
2 2 |
-~ ~ /
- " \

T

KL(p|lq) # KL(q|lp)

Goodfellow, I., Bengio, Y. & Courville, A. 2016. Deep Learning, Cambridge (MA), MIT Press.
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B8 Entropy measures generally ... @ HCI-KDD &
]

... are robust against noise;

... can be applied to complex time series with
good replication;

... is finite for stochastic, noisy, composite
processes;

... the values correspond directly to
irregularities — good for detecting anomalies
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m @HCI-KDD £

Mutual Information
and Point Wise Ml
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B8 Example: Disease-Disease Relationship @ HCI-KDD 5%

B8 Mutual Information I(X;Y): Comparing two distributions @He1-kpD

Let two words, w; and w;, have probabilities P(w,) and P(w,).
Then their mutual information PMI (w,w)) is defined as:

.PMI(W.-,W’I) = log (%)

For w; denoting rheumatoid arthritis and w,representing diffuse scleritis the following
simple calculation yields:

Gout

94,834 74

P(w) = 20,033,079 P{wf) 20,033,079
1800

9 =

P(w;,w;) = 94,834 PMI(w;,w;) = 7,7. 1600 l l
800 +
600 1
-1 --lllllll
::no 1 - T

& @’ «‘\ 1" i“
“(ﬁ \" Qg.\‘ o‘ 0’#\0" @a
AL

Holzinger, A., Simonic, K. M. & Yildirim, P. Disease-Disease Relationships for Rheumatic Diseases: Web-Based Biomedical
Textmining an Knowledge Discovery to Assist Medical Decision Making. 36th Annual IEEE Computer Software and
Applications Conference (COMPSAC), 16-20 July 2012 2012 Izmir. |EEE, 573-580, doi:10.1109/COMPSAC.2012.77.
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IIx,y] = KL(p(x,y)|px)p(y))
p(x)p(y) T

— p(x,y)In
p(x,y)

I[x,y] = H[x] — Hx|y|] = H[y| — H[y|x]

= Measures how much reduction in uncertainty of
X given the information about Y

= Measures correlation between X and Y

= Related to the “channel capacity” in the original

. . Bishop, C. M. 2007. Pattern
S h annon | nfo rm at ion t h eo ry Recognition and Machine Learning,

Heidelberg, Springer.
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TV @HCI-KDD o

156 A. Holzinger et al.
SCP(I y) = p(xly) ) p(ylx) = Table 4 Comparison of FACTAs ranking of related concepts from the uln_gur)' Symptom
p(x. }’) p(x y) p(x.yjz El:'rdlz.(‘:ucry “rheumatoid arthritis” created by the © q v, PMI,
p(»)  pl)  p(x)-p() T T oF
pain 5667 | impained body balance 7.8 | swaollen joints 0,002
Anhralgia 661 ASPIRIN INTOLERANCE | 7.8 | pain 0.0l
fatigie 420 | Epitrochlear 75 | Anhralgia 0.001
Iymphadenopat by
diarrhea ) swullen joints 74 | fatigue 0,000
swollen joints 9 Joint tenderness. T erythema 0000
erythema 255 | Occipital headache 6,2 | sphenomegaly 0,000
Back Pain 254 Newromuscelar excitation 62 | Back Pain 0.000
headache 230 | Resless sleep 58 | polymyalgia 0,000
splenomegaly 18 joint crepits 5.7 | joint stiffoess 0,000
Anesthesia | joint symplom 55 | Joint tenderness 01,000
dyspnea 218 | Painful feet 55 | hip pain 0,000
weakness 210 feeling of malaise 55 | metatarsalgia 0,000
nausen 199 | Homan's sign 54 | Skin Manifestations 0,000
Recovery of Function | 193 | Dilfuse pain 32 | neck pain [T
low back pain 167 Palmar erythema 52 | Eve Manifestations 0,000
ahdominal pain 141 Abnpormal sensation 52 | low back pain 0,000

Holzinger, A., Yildirim, P., Geler, M. & Simonic, K.-M. 2013. Quality-Based Knowledge Discovery from Medical Text on the
Web. In: Pasi, G., Bordogna, G. & Jain, L. C. (eds.) Quality Issues in the Management of Web Information, Intelligent
Systems Reference Library, ISRL 50. Berlin Heidelberg: Springer, pp. 145-158, doi:10.1007/978-3-642-37688-7_7.
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m Open Questions, future outlook, hot topics, challenges  @Hc1-kpo &

= 1) Challenges include —omics data analysis, where
KL divergence and related concepts could provide
important measures for discovering biomarkers.

= 2) Hot topics are new entropy measures suitable for
computations in the context of complex/uncertain
data for ML algorithms.

= |nspiring is the abstract geometrical setting
underlying ML main problems, e.g. Kernel functions
can be completely understood in this perspective.
Future work may include entropic concepts and
geometrical settings.

Holzinger Group, hci-kdd.org 93 MAKE Health Verona 02

@ HCI-KDD 2=

B8 Limitations and Open Problems @HCI-KDD o

Holzinger Group, hci-kdd.org 95 MAKE Health Verona 02

= The case of higher order statistical structure in
the data — nonlinear and hierarchical ?

= Qutliers in the data — noise models?

= There are

D(D+1)
2

parameters in a multi-variate

Gaussian model — what happens if D >> ?
dimensionality reduction
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TV @HCI-KDD &

Questions
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B8 Sample Questions (1) @ HCI-KDD &

What are the grand challenges in ML for health?
What is the key problem before you can apply ML?
Describe the taxonomy of data at Hospital level!
What does translational medicine mean?

Give an example for a 2.5D-data set!

Why would be the combination of ontologies with
machine learning provide a benefit?

How did Van Bemmel and Musen describe the
interplay between data-information-knowledge?

What is the “body-of-knowledge” in medical jargon?

B8 Sample Questions (2) @ HCI-KDD &

* How do human process information?

Holzinger Group, hci-kdd.org 97 MAKE Health Verona 02
m @HCI-KDD £
Appendix
Holzinger Group, hci-kdd.org 99 MAKE Health Verona 02

= What was our definition of “knowledge”?

= What is the huge benefit of a probabilistic
model?

= Please explain Bayes law with view on ML!

= What is information in the sense of Shannon?

= Why is information theory for us important?

= Which benefits provide entropic methods for us?
= Why is feature selection so important?

= What can you do with the Kullback-Leibler
Divergence?
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B8 Back-up Slide: Poincare Plot for gait analysis @HCI-KDD &
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Khandoker, A., Palaniswami, M. & Begg, R. (2008) A comparative study on approximate entropy
measure and poincare plot indexes of minimum foot clearance variability in the elderly during
walking. Journal of NeuroEngineering and Rehabilitation, 5, 1, 4.
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B8 Back-up Slide: SampEn (1/2)

@ HCI-KDD 2=

Lake, D. E., Richman, J. S., Griffin, M.
P. & Moorman, J. R. (2002) Sample
entropy analysis of neonatal heart
rate variability. American Journal of
Physiology-Regulatory Integrative
and Comparative Physiology, 283, 3,
R789-R797.
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B8 Backup Slide: Comparison ApEn - SampEn

101 MAKE Health Verona 02

@ HCI-KDD o2

m Backup: SampEn (2/2) Surrogate data heart rate variability

@ HCI-KDD 2=

ApEn
Given a signal x(n)=x(1), x(2)..... x(N). where N 1s the total
number of data points, ApEn algorithm can be summarized as
follows [1]:
1) Form m-vectors, Xl to X¢N-m+1) defined by:
X =[x x(i+ .. . X(i+m=1] i=LN-m+1 (1)
2) Define the distance df/X7i). X)) between vectors Xy
and X{j) as the maximum absolute difference between
their respective scalar components
dLX().X()]= max [|xG+k)—x(j+ k)] 2)
k=0.m-1
3) Define for each i, for i=1. N-m+1, let
ClO=V"MOIN-m+1)

where 1™ (1)=no.of d[ X (1), X (/)] <7

I -
4) Take the natural logarithm of each € (7). and average

it over f as defined in step 3):

1 N=m+]
¢ (r)=—— i In(C)" (1)) )
N-m+l f

5) Increase the dimension to m+1 and repeat steps 1) to 4)
6) Calculate ApEn value for a finite data length of \V:

ApEn(m, . Ny=¢" (r)—¢™" L (5)

Xinnian, C. et al. (2005). Comparison of the Use of
Approximate Entropy and Sample Entropy: Applications to
Neural Respiratory Signal. Engineering in Medicine and
Biology IEEE-EMBS 2005, 4212-4215.

Holzinger Group, hci-kdd.org

SampEn
Given a signal x(n)=x(1), %(2)...., %(N), where N is the total
number of data points, SampEn algorithm can be summarized
as follows [5]:
1) Form m-vectors, X¢1) to XyN-m+ 1) defined by

Xy =[xy x(i+ D). Xi+m=1)] i=LN-m+1 (6)

2) Define the distance d, [ X(7), X'( /)] between vectors
Xty and Xyj) as the maximum absolute difference
between their respective scalar components:

dy [ X (DX max [|x(i + k) —x(j + k?|| (1))
k=0m-1

3) Define for each i, for i=1, N-m, let
1
N-m-1
4) Similarly, define for each i, for i=1, N-m, let

B"(r)= <no.of dy[X(X()]<r iz (%)

1 5 =
A" (r) = -\I—l-:v:un.rp’ dy [ XEOX(DErd=f (9

m
1 &
Z B (r)

N-m

(1)

5) Define B"(r) =

: 1 T .
A u-]-—i.r:r; (11)
N-m"7
6) SampEn value for a fimite data length of N can be

estimated:

SampEn(m,r.N)==In .-J‘mlf'},"llh'mtJ'} (12)
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B8 Backup Slide: Graph Entropy Measures

Kt
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bR he st

isospectral surrogate record
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surrogate with spike

At/
Lake et al. (2002)
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@ HCI-KDD 2=

= The most important question: Which kind of structural
information does the entropy measure detect?

= the topological complexity of a molecular graph is
characterized by its number of vertices and edges, branching,
cyclicity etc.
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Dehmer, M. & Mowshowitz, A. (2011) A history of graph entropy measures. Information
Sciences, 181, 1, 57-78.
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B8 Backup: English/German Subject Codes OEFOS 2012

@ HCI-KDD 2=

1060

1060

<Ol Medical Biotechnology

3040

3906
(old)

=1L Medical cybernetics
=AY Medical documentation

m Medical informatics

3059

http://

Holzinger Group, hci-kdd.org 105

B8 Advance Organizer (1/2)

Bioinformatik

Biostatistik

Medizinische Biotechnologie
Computer-aided diagnosis Computerunterstiitzte Diagnose
and therapy und Therapie

£ Genetic engineering, - Gentechnik, -technologie
technology
Medical computer
sciences

153 Bioinformatics
1y A Biostatistics

Medizinische
Computerwissenschaften
Medizinische Kybernetik
Medizinische Dokumentation
Medizinische Informatik

1A Medical statistics Medizinische Statistik

www.statistik.at

MAKE Health Verona 02

@ HCI-KDD 2=

B8 Backup: English/German Subject Codes OEFOS 2012

@ HCI-KDD 2=

Holzinger Group, hci-kdd.org 107

Abduction = cyclical process of generating possible explanations (i.e., identification of a
set of hypotheses that are able to account for the clinical case on the basis of the
available data) and testing those (i.e., evaluation of each generated hypothesis on the
basis of its expected consequences) for the abnormal state of the patient at hand;

Abstraction = data are filtered according to their relevance for the problem solution
and chunked in schemas representing an abstract description of the problem (e.g.,
abstracting that an adult male with haemoglobin concentration less than 14g/dL is an
anaemic patient);

Artefact/surrogate = error or anomaly in the perception or representation of
information trough the involved method, equipment or process;

Data = physical entities at the lowest abstraction level which are, e.g. generated by a
patient (patient data) or a (biological) process; data contain no meaning;

Data quality = Includes quality parameter such as : Accuracy, Completeness, Update
status, Relevance, Consistency, Reliability, Accessibility;

Data structure = way of storing and organizing data to use it efficiently;

Deduction = deriving a particular valid conclusion from a set of general premises;
DIK-Model = Data-Information-Knowledge three level model

DIKW-Model = Data-Information-Knowledge-Wisdom four level model

Disparity = containing different types of information in different dimensions

Heart rate variability (HRV) = measured by the variation in the beat-to-beat interval;

HRYV artifact = noise through errors in the location of the instantaneous heart beat,
resulting in errors in the calculation of the HRV, which is highly sensitive to artifact and
errors in as low as 2% of the data will result in unwanted biases in HRV calculations;

MAKE Health Verona 02

«LpLk 8 Artificial Intelligence

m Computational Intelligence

Data Mining

iplik S Human-Computer Interaction

(1pLnk 8 Information design
ULk Information systems
Lirlipd S Knowledge engineering

«LipLikB B Machine Learning
LirliPi B Medical Informatics

aliplip 58 Pervasive Computing
ulirlip¥ 8 Software development

«LipLir¥ & Web engineering

http://www.statistik.at
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B8 Advance Organizer (2/2)

Kinstliche Intelligenz
Computational Intelligence
Data Mining
Human-Computer Interaction
Informationsdesign
Informationssysteme
Knowledge Engineering
Maschinelles Lernen
Medizinische Informatik
Pervasive Computing
Softwarenetwicklung

Web Engineering

MAKE Health Verona 02

@ HCI-KDD 2=

= Induction = deriving a likely general conclusion from a set of particular statements;

= Information = derived from the data by interpretation (with feedback to the clinician);

= Information Entropy = a measure for uncertainty: highly structured data contain low
entropy, if everything is in order there is no uncertainty, no surprise, ideally H =0

= Knowledge = obtained by inductive reasoning with previously interpreted data,
collected from many similar patients or processes, which is added to the “body of
knowledge” (explicit knowledge). This knowledge is used for the interpretation of other
data and to gain implicit knowledge which guides the clinician in taking further action;

= Large Data = consist of at least hundreds of thousands of data points

= Multi-Dimensionality = containing more than three dimensions and data are multi-

variate

= Multi-Modality = a combination of data from different sources
= Multivariate = encompassing the simultaneous observation and analysis of more than

one statistical variable;

= Reasoning = process by which clinicians reach a conclusion after thinking on all facts;
= Spatiality = contains at least one (non-scalar) spatial component and non-spatial data

= Structural Complexity = ranging from low-structured (simple data structure, but many
instances, e.g., flow data, volume data) to high-structured data (complex data
structure, but only a few instances, e.g., business data)

= Time-Dependency = data is given at several points in time (time series data)
= Voxel = volumetric pixel = volumetric picture element
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B8 Mathematical Notation @HCI-KDD & B Glossary @HCI-KDD &

= ApEn = Approximate Entropy;
* C,., = Datain computational space;
= DIK = Data-Information-Knowledge-3-Level Model,;

= DIKW = Data-Information-Knowledge-Wisdom-4-Level
Model;

Mathematical
Notation

“In mathematics you don’t understand
things. You just get used to them” -
John von Neumann

Data

n Number of samples = GraphEn = Graph Entropy;

d Number of input variables ™ &= ’
X=[xp,.... Xy Matrix of input samples H Entrop\f (Genera’).’ oo
Y= [Pyl Vector of output samples » HRV = Heart Rate Variability;
Z=[X,y] Combined input-output training data or _ . :
Z=[zy,...; z,| Representation of data points in a feature space ® MaxEn = Maximum Entropya

® MinEn = Minimum Entropy;

Distribution

P Probability - = NE = Normalized entropy (measures the relative

F(x) Cumulative probability distribution function (cdf) informational content of both the signal and noise)'

plx) Probability density function (pdf) ) !

p(x,y) Joint probability density function o ]Pdata =Datain perceptual Space;

plx:m) Probability density function, which is parameterized _ . .

plyv|x) Conditional density = PDB = Protein Data Basel

1(x) Target function (] SampEn = Samp|e Entropy;
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B8 Scientists in data integration - selection - incomplete! @HCI-KDD % TV @HCI-KDD &

v g g

Clinical view
on data —
information, and
knowledge

HM_—-IEIH

Status as of 04.04.2016
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m Clinical View of Data, Information, Knowledge @ HCI-KDD %=

Implicit
Knowledge

Explicit Knowledge

e I

Information

Inter-
action

Inter-

pretation Interpreted Data

Inter- : Body of
. Induction .
pretation Knowledge

Data Inter-
pretation \ /

Bemmel, J. H. v. & Musen,

M. A. (1997) Handbook of
Medical Informatics. . .
Heidelberg, Springer.
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B Human Information Processing Model @HCI-KDD &
UNCERTAINTY
Cues
— >
— y C-oP DIAGNOSIS CHOICE
— Working 4
— > ' H, 1 ;
> Selective Puruaphur_.“‘ Hy Memory 4 Action Outcome >
Attention - T s e »> \
— —> A A,
— )1 111 - > | A
-
\
o B ongTerm Aalf, Tl
l Memory (A)/ A E-mmm:
H T ::nm‘l
Hut' (H) Hypothesis Aa)' - 2tne
(A) Action
Feedback

Wickens, C. D. (1984) Engineering psychology and human performance. Columbus: Merrill.
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B8 From Patient Data to Medical Knowledge @HCI-KDD &
Induction
symptoms | >
r’Diagrnose&vw- ~ I N5
| |
L = mary general
ﬂwage:.; L patients knowledge
Visualizations,
Biosignals
Lees
HIS Deduction
mMs
RIS single general
PACS patient knowledge ¥
L r-'w--.-l v

Holzinger (2007)
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m Our definition of Knowledge — adaptive agent @HCI-KDD 5%

LA L L L L L LN
.
-

o *

/ | Knowledge

—

[Dat; .Mlnformation J

@ M’a:ht'a'l 0
 Models |

i

LA L

e *
* T
s smsE RN RN NS NN SRS EEEEEEEEE

.‘

*
"tussmsnsssssssssEsEssEssEamannennnnnnnnnnnnt®

Knowledge := a set of expectations

Holzinger Group, hci-kdd.org 116 MAKE Health Verona 02



B8 A space as a set of points @HCI-KDD o

B8 Point Cloud Data Sets @HCI-KDD o5

f: X-> R

Third eigen vector

Hou, J., Sims, G. E., Zhang, C. & Kim, S.-H. 2003. A global representation of the protein fold
space. Proceedings of the National Academy of Sciences, 100, (5), 2386-2390.
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B8 Example Metric Space @ HCI-KDD &

Let us collect n-dimensional i observations: x; = [X;q, ..., Xin]

Point cloud in R* topological space metric space

Zomorodian, A. ). 2005. Topology for computing, Cambridge (MA), Cambridge University Press.

A set S with a metric function d is a metric space

P

dij = Z(xik — %)

k=1

Doob, J. L. 1994. Measure theory, Springer New York.
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B8 ML-Jungle Top Level View and the focus of today ... @ HCI-KDD 2
| | Cognition Visualization | Data structure [ Challenges
| Perception gfﬁ_‘ Preprocessing |
| Decision Interaction Integration |

Always with a focus/application in health informatics

CONCEPTS THEORIES PARADIGMS MODELS METHODS TOOLS

__ Curse of Dim | Bayesian p(x) | unsupervised | | Gaussian P. | Regularization Python
. 1 DR | . ] ; W, : =
NfL-Theorern | Complexity | supervised || Graphical M. | Validation Julia
| Overfitting = KL-Divergence = | Semi-supv. NN [ | Aggregation Etc.
_ Non-Parametric _ Info Theory | online SVM Input Processes | (e
M iML Linear Models | .
Exp. & Eval. | ' b 5 | Privacy ML
—_— RL [ pL Il AL | .D. Trees e
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B8 Grand challenges in Machine Learning for Health @ HCI-KDD 5%

= Big data with many training sets (this is good for ML!)

= Small number of data sets, rare events

= Very-high-dimensional problems
= Complex data — NP-hard problems
= Missing, dirty, wrong, noisy, ..., data

Transfer Learning Multi-task Learning

" GENERALISATION
il T R A N S F E R Torrey, L. & Shavlik, J. 2009, Tranfer earningHandhook

of Research on Machine Learning Applications and
Trends: Algorithms, Methods, and Techniques, 242-264,

doi:10.4018/978-1-60566-766-9.ch011.

B8 Methods for Mining ...
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B8 Discrete versus continuous random variable @HCI-KDD &
u

X:S— R (“measure” of outcome)

Events can be defined according to X

= E(X=a) = {s;| X(s;)=a}

= E(X>a) = {s;| X(s;) > a}
Consequently, probabilities can be defined on X
= P(X=a) = P(E(X=a))

= P(a=X) = P(E(a=X))

partitioning the sample space
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» Data Mining
g
Standardized Non-Standardized
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B evipoma @HCI-KDD &

My greatest concern was what to call it. I thought of calling it “information”,
but the word was overly used, so I decided to call it “uncertainty”. When I dis-
cussed it with John von Newmann. he had a better idea. Von Newmann told me,
“You should call it entropy. for two reasons. In the first place your uncertainty
function has been used in statistical mechanics under that name, so it already has
a name. In the second place. and more important. nobody knows what entropy
really is. so in a debate you will always have the advantage.”

Tribus, M. & Mclrvine, E. C. (1971) Energy and Information. Scientific American, 225, 3, 179-184.
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B8 A measure for uncertainty (2/3) @HCI-KDD -

N
1
log, ™ = —log,p H=-— Z pilog,(pi)
i=1

4 1
[
z 3 to7s 3
] -
- 2
& b
E 2 + 05 g_
H £
; =
£ 1 + 025 §
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0 : - 0
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Shannon, C. E. (1948) A Mathematical Theory of Communication. Bell System Technical
Journal, 27, 379-423,
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B8 Background on Information Theory @ HCI-KDD 5%

B8 Entropy H as a measure for uncertainty (3/3) @ HCI-KDD -

Developed by Claude Shannon in the 1940s

Maximizing the amount of information that can
be transmitted over an imperfect
communication channel

Data compression (entropy)

Transmission rate (channel capacity)

Claude E. Shannon: A Mathematical Theory of Communication, Bell System Technical
Journal, Vol. 27, pp. 379-423, 623-656, 1948
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B8 Vapnik - Chervonenkis @HCI-KDD o5
vapnik EEE Google Scholar
Professor of Columbia, Fellow of NEC Labs America,
maching learming, stalistics, computer science Q
Verified email al nec-labs com
Cltation indices Al Since 2012
Citatons 184842 78672
Tale 1-20 Cited by Year heindex 18 T8
1 0-index 385 2
The Nature of Statistical Leaming Theory
W Vapnik 65393 * 1995 . l l I I . I I

= The VC dimension is a measure of the capacity of a
space of functions that can be learned by a
statistical classification algorithm. It is defined as the
cardinality of the largest set of points that the
algorithm can shatter. It is a core concept in Vapnik—
Chervonenkis theory

Vapnik, V. N. & Chervonenkis, A. Y. 1971, On the Uniform Convergence of Relative Frequencies of Events to Their
Probabilities. Theory of Probability & Its Applications, 16, (2), 264-280, doi:10.1137/1116025.
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B8 Entropy H as a measure for uncertainty (1/3) @HCI-KDD o B8 Entropic methods — what for? @HCI-KDD o

1) Set of noisy, complex data

2) Extract information out of the data

Q P ={pu ) H@=-) (+logp)
i=1

0b = {ay,a,} with P={p,1 — p} 3) to support a previous set hypothesis

1 1 = |nformation + Statistics + Inference
H (Qb) = p * 1085 +pxlog— 5 - = = powerful methods for many sciences
g = Application e.g. in biomedical informatics for
= ol iiﬁiﬁ!ﬁﬁiﬁ?ﬂiﬁl‘ﬂ i analysis of ECG, MRI, CT, PET, sequences and
Technical Journal, 27, 379-423. . proteins, DNA, topography, for modeling etc. etc.
Shannon, C. E. & Weaver, W. (1949) The o2 i
Mathematical Theory of Communication. -, Mayer, C., Bachler, M., Hortenhuber, M., Stocker, C., Holzinger, A. & Wassertheurer, S. 2014.
Urbana (IL), University of lllinois Press. ! i - - ! Selection of entropy-measure parameters for knowledge discovery in heart rate variability data.

Probabillty BMC Bioinformatics, 15, (Suppl 6), S2.
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