7] @HCALL il Agenda @HCALL

Andreas Holzinger
185.A83 Machine Learning for Health Informatics
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Causallty,- Explainability, EthI-C3|, Legal, - 02 Explainability and Causability
and Social Issues of Al/ML in health 03 Al Ethics

andreas.holzinger AT tuwien.ac.at L] 04 Social implications Of Al

= 00 Reflection - follow-up from last lecture
= 01 Causality
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Five Mainstreams in Machine Learning # T SRHCAIE Reflection from last lectures @HCAI Key Challenges @HCAI
= Symbolic ML iy - - = Remember: Medicine is an complex application domain —

= First order logic, inverse deduction " s ) dealing most of the time with probable information!
. Ton.1 Mitchell, Steve Muggleton, Ross Quinlan, ... = I..IJ = Some challenges include:
" B-a\gfst'?? N:II- ) = = (a) defining hospital system architectures in terms of
atistical learning 3 eneric tasks such as diagnosis, thera lanning and
= Judea Pearl, Michael Jordan, David Heckermann, ... |r 2 8 8 ( e ;

- monitoring to be executed for (b) medical reasoning in (a);
= Cognitive ML

= Analogisms from Psychology, Kernel machines

= Vladimir Vapnik, Peter Hart, Douglas Hofstaedter, ...
= Connectionist ML

= Neuroscience, Backpropagation

= Geoffrey Hinton, Yoshua Bengio, Yann LeCun, ...
= Evolutionary ML

= (c) patient information management with (d) minimum
uncertainty.

= Other challenges include: (e) knowledge acquisition and
encoding, (f) human-ai interface and ai-interaction; and
(g) system integration into existing clinical legacy and
proprietary environments, e.g. the enterprise hospital
information system; to mention only a few.

Pinbabity

= Nature-inspired concepts, genetic programming 4

= John Holland (1929-2015), John Koza, Hod Lipson, ...
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Ty @HCAI Causation — beware of counterfactuals @HCAI What is a counterfactual? (and see Slides 21-23) @HCAI A

= Hume again: “... if the first object had not been,

= David Hume (1711-1776): Causation is a matter )
the second never had existed ...”

of perception: observing fire > result feeling heat

= Karl Pearson (1857-1936): Forget Causation, you * Causal inference as a missing data problem

should be able to calculate correlation * x;: = fi(ParentsOf, Noise,)

01 Ca usa I |ty = Judea Pearl (1936- ): Be careful with purely * Interventions can only take place on the right side

empirical observations, instead define causality
based on known causal relationships, and

irser data

beware of counterfactuals ... N\
main fne reserve '\
user mtention Léon Bottou, Jonas Peters, Joaquin Quifionero-Candela,

s B s B / Denis X Charles, D Max Chickering, Elon Portugaly, Dipankar

Judea Pearl 2009. Causal inference in statistics: An overview. Statistics surveys, 3, 96-146 ~ Ray, Patrice Simard & Ed Snelson 2013. Counterfactual
reasoning and learning systems: The example of

Judea Pearl, Madelyn Glymour & Nicholas P. Jewell 2016. Causal inference in statistics: “Hick computational advertising. The Journal of Machine Learning
A primer, John Wiley & Sons. Research, 14, (1), 3207-3260.
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] Remember: Correlation is NOT Causality @HCAL

Dependence vs. Causation

Btorks Dedvar Baties (= 5008}
Nones Vattres

et It puinsan v 21 CUC T0Y
D0 01 1T I G0

pem——

Robert Matthews 2000. Storks deliver babies (p= 0.008). Teaching Statistics, 22, (2), 36-38.
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Remember: the mapping is important @HCAI

Exptainabifity  iIn a technical sense highlights decision-ralevant pars of the used representations of the
algoriihrms and active parts in the algorithrmic modal, that either contribute to e model aceuracy
on the training sel. or 1o a specific pradiction for one particular observation, It doas not refer to an
explicit human modsl

Canrsability as the extent o which an explanation of a statement to a human expert achisves a specified
level of causal understanding with effectvenass, efficiency and satisfaction in & specified contaxt
ol use.

= Causability := a property of a person, while
= Explainability := a property of a system
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Still the most pressing question remains open ... @HCAI

=" “How do humans generalize
from few examples?”

= Learning relevant representations

= Disentangling the explanatory factors

= Finding the shared underlying explanatory
factors, in particular between P(x) and
P(Y|X), with a causal link betweenY — X

Bengio, Y., Courville, A. & Vincent, P. 2013. Representation learning: A review and new perspectives. [EEE
transactions on pattern analysis and machine intelligence, 35, (8), 1798-1828, doi:10.1109/TPAMI.2013.50.

Tenenbaum, J. B., Kemp, C., Griffiths, T. L. & Goodman, N. D. 2011. How to grow a mind: Statistics,
structure, and abstraction. Science, 331, (6022), 1279-1285, doi:10.1126/science.1192788.
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Y correlation does not tell anything about causality! @HCAL

= Hans Reichenbach (1891-1953): Common Cause Principle
= Links causality with probability:

If X and Y are statistically dependent, there is a Z influencing both °
Whereas: o o

= A, B, ..events

X, Y, Z random variables

P ... probability measure

Px ... probability distribution of X

p ... probability density

p(X) .. Density of Px

p(x) probability density of Px evaluated at the point x

Hans Reichenbach 1956. The direction of time (Edited by Maria Reichenbach), Mineola, New York, Dover.

https: tanford.edu/entries/physics-Rpcc/

For details please refer to the excellent book of: Jonas Peters, Dominik Janzing & Bernhard
Scholkopf 2017. Elements of causal inference: foundations and \eammg algorithms,

Cambridge (MA). https://mi mit.
human-centered.ai (Holzinger Group) 1
Probabilistic vs. causal inference problems @HCAI
causal learning —_——
— observations &
= | outcomes incl,
wsal model
S A | changes &
L S S S interventions
f causal reasoning -
| }
subsumes | i
| subsume
i statistical learning i
| ¥
¥ e - -
7 P o - ] ;
probabilistic model observations
A SR & outcomes

probabilistic reasoning

Jonas Peters, Dominik Janzing & Bernhard Schalkopf 2017. Elements of causal inference: foundations and learning algorithms, Cambridge (MA).
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Decide if X —> Y, or Y — X using only observed data @HCAI

n | &® :0©

2 i Py # Py o) = Py |s Py =Py jdoz) # Py s

¢ fa o Px =Py |aofy) # Px |y P # Bxpaotn = Pxpy

Joris M. Mooij, Jonas 3 . a g.a
Peters, Dominik

Janzing, Jakob

Zscheischler & Py =Py o = Py = Py # Py jgofs) # Py«
Bernhard Schoélkopf Px =Px ot = Px iy By # Pxjdoiy # Pxyy
2016. Distinguishing

cause from effect

using observational 5 e 6 e @

data: methods and

benchmarks. The @ a o
Journal of Machine

i(;a;ri‘l)nifgasefzrgz Py =Py jdols) # Py | Py o # Py jdota).e = Py
i ) Px =Px|doiw) # Pxip Pxja # Px |dotyie = Px |y
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Y Functional Causal Model @HCALA

= X, ..., X, ..setof observables
= Draw a directed acyclic graph G with nodes X, ..., X,

.\ parents of X, !F‘A}
. y

NG

= Parents = direct causes
= x;:= f;(ParentsOf, Noise;)

Remember: Noise means unexplained (exogenous) and denote it as U,

Question: Can we recover G from p ?

Answer: under certain assumptions, we can recover an equivalence class
containing the correct G using conditional independence testing

But there are problems!

For datal less rfer 1o ths excllnt buok o Jons Peters, Dok lanzing & Bershard Schblkopt 017, Hlmentsof causal
inference: foundations and learning algorithms, Cambridge (MA).
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Compare this with usability @HCAI

Usability Efficlancy E"Dc"wnsss Sql:sladnn

Eeamaniy Enruvsaem sausmcum.—
Usage Indicators T
Speed Task
Cansistancy meu
Means 3
4
Knowledge ussr-Mmleé | Design Klnmaleﬂus

—— has an impact on
-=- ig 8 SOUMCSE Par improving

Veer, G, C, v d. & Welie, M. v. (2004) DUTCH: Designing for Users and Tasks from Concepts to Handles, |n:
Diaper, 0. & Stanton, N (Eds.) The Handbook of Task Analysis for Humon-Computer interoction. Mahwah
(New Jersey), Lawrence Erfboum, 155-173,
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Remember: Reasoning = “Sensemaking” @HCAI A

= Deductive Reasoning = Hypothesis > Observations > Logical
Conclusions
= DANGER: Hypothesis must be correct! DR defines whether the truth
of a conclusion can be determined for that rule, based on the truth
of premises: A=B, B=C, therefore A=C
= Inductive reasoning = makes broad generalizations from
specific observations
= DANGER: allows a conclusion to be false if the premises are true
= generate hypotheses and use DR for answering specific questions
= Abductive reasoning = inference = to get the best explanation
from an incomplete set of preconditions.
= Given a true conclusion and a rule, it attempts to select some
possible premises that, if true also, may support the conclusion,
though not uniquely.
Example: "When it rains, the grass gets wet. The grass is wet.
Therefore, it might have rained." This kind of reasoning can be used
to develop a hypothesis, which in turn can be tested by additional
reasoning or data.
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Y Important Definition: Ground truth @HCAL

= := information provided by direct observation

(empirical evidence) in contrast to information

provided by inference

= Empirical evidence = information acquired by
observation or by experimentation in order to verify
the truth (fit to reality) or falsify (non-fit to reality).

= Empirical inference = drawing conclusions from
empirical data (observations, measurements)

= Causal inference = drawing a conclusion about a
causal connection based on the conditions of the
occurrence of an effect.

= Causal inference is an example of causal reasoning.
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B what makes it hard ... ? @HCAI

Example 3.4 (Eye disease) There exists o rather effective treabment for an eye
disease. For 99% of all paticats. the treatment works and the patient gets cured (B =
0} if untrested, hese: patients turn blind within a duy (B = 1), For the remaining
1%, the treatment has the opposite @ffect and they tumn blind (8 = 1) within a day
egain normal vision (8 = 0.

Which calegory o patient belongs 1o 18 controfled by a mre condition (g = 1)
that is imknown 1o the doctor, whose decision whether 10 administer the reatment
0w 1¥ is thus imdependent of Ny, We wrile it as o noise variahle Ny

Assume the underivine SCM

p T = Ny

B = T-Ny+(1=T) (1 =Ny}

with Bernoulli distributed Ny ~ Ber{0L01); note that the comesponsting causal
graph i T — B,

Now imayine o specific pattent with poor evesighl comes W the bospital and goes
hlimd (# = 1) after the doctor administers the treatment (T = 13, We can now ask
taved thie el
Surprisingly, this can be answered, The observatita

r i

the counterfactual question “Whar would haie upy
cred treatment ' =

T =1 implies with (3.5) that for the given paticnt, we had Ny = 1. This. in
warm, Jets us ealeulste the effect of do (T = 0}

T this eral, we first condition on-our ohservation fo update the distribution over
the noise varables, As we have seen, conditioned on B = T = |, the distribution
for Ny and the wne for Ny collapses 1o a paidt mass on 1, (hat s, & This leads 1
amodified SCM

2017. Elements of causal inference: foundations and

Jonas Peters, Dominik Janzing & Bernhard Schélkopf
learning algorithms, Cambridge (MA).
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7] @HCAI%

Me ﬂl Action =

Decision Making

Sefc
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@Y Empirical Inference Example @HCALL:

=X akixx) +b

y=a*y

Gottfried W. Leibniz (1646-1716)
Hermann Weyl (1885-1955)
Vladimir Vapnik (1936-) f Empirical
Alexey Chervonenkis (1938-2014)
Gregory Chaitin (1947-)

Inferance
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7] @HCAI%

; : T 1

CEmlTmls g e ER=T (=T G
Mote thar we ondy wpdate the noese distributions; conditicning does not change te
structure of the assignments themselves, The iden is that the physical mechanisms
are unchanged (in our case, what leads 10 a cure and what leads to blindness), bat
we have plesned knowledpe about the previcusly unknown noise variables for
given patient

Next. we caleudute the effect of do (T = 0} for this patient
T = 0 ®
=0; 3
T =0 B i 3.7

Clearly. the entsiled disribution puts all muss on (0,0), and beee

et Tl il ) = )

This means that the patient would thos have been cured (8 = 0) if’ the doctor had

oo given him treatment, in other words, do (T :=10). Because of
prlaT=lig=0) =099 and
plrolsT=g — ) =0.01

however, we can still urgue that the doctor scted optimally (occonding 1o the avail-
able knowledge) a
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7] @HCAI%

02 Explainability
& Causability
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Y Remember: hard inference problems @HCALL

= High dimensionality (curse of dim., many factors contribute)

= Complexity (real-world is non-linear, non-stationary, non-1ID *)
= Need of large top-quality data sets

= Little prior data (no mechanistic models of the data)

= *) = Def.: a sequence or collection of random variables is
independent and identically distributed if each random variable has
the same probability distribution as the others and all are mutually
independent

Sbren Sonnenburg, Gunnar Réitsch, Christin Schaefer & Bernhard Schalkopf 2006. Large scale multiple kernel learning. Journal of
Machine Learning Research, 7, (7), 1531-1565.
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7] @HCAI%

Interestingly, Example 3.4 shows that we sounterfactual statements
falsify the underlying causal model {see Section 6.8). Imagine that the rare con-
dition Ny can be tested, but the test results take longer than a day. In this case,
it is possible that we observe a counterfactual statement that contradicts the mea-
surement result for Ng. The same argument is given by Pearl [2009, p.220, point
{2)]. Since the scientific content of counterfactuals has been debated extensively, it
should be emphasized that the counterfactual statement here is falsifiable because
the noise variable is not unobservable in principle but only at the moment when the
decision of the doctor has o be made,

Judea Pearl 2009. Causality: Models, Reasoning, and Inference
(2nd Edition), Cambridge, Cambridge University Press.
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7] @HCAI%

David Silver, Aja Huang, Chris J. Maddison, Arthur Guez, Laurent Sifre,
George Van Den Driessche, Julian Schrittwieser, loannis Antonoglou,
Veda Panneershelvam, Marc Lanctot, Sander Dieleman, Dominik
Grewe, John Nham, Nal Kalchbrenner, llya Sutskever, Timothy Lillicrap,
Madeleine Leach, Koray Kavukcuoglu, Thore Graepel & Demis Hassabis
2016. Mastering the game of Go with deep neural networks and tree
search. Nature, 529, (7587), 484-489, doi:10.1038/nature16961.
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@Y what can we learn out of this? @HCALA

Linear classification 2 MNon-linear classification

Sepal width (cm)
Sepal width (cm)

4 5 i 7 ;]

Sapal length {cm) Sepal length (em)
Explaining individual classification decisions
Linear classification MNon-lingar classification
S,: sepal width S,: sepal width & length
5,: sepal width Sy sepal width
Vy: sepal width ¥+ sepal length

Sebastian Lapuschkin, Stephan Wldchen, Alexander Binder, Grégoire Montavon, Wojciech Samek & Klaus-Robert
Miller 2019. Unmasking Clever Hans predictors and assessing what machines really learn. Nature
Communications, 10, (1), doi:10.1038/541467-019-08987-4.
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¥ Example for an Explanation Interface @HCAI

Todd Kulesza, Margaret Burnett, Weng-Keen Wong & Simone Stumpf. Principles of explanatory debugging to personalize
interactive machine learning. Proceedings of the 20th International Conference on Intelligent User Interfaces (IUI
2015), 2015 Atlanta. ACM, 126-137, doi:10.1145/2678025.2701399.
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The simplest possibility ... @HCAI
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Bl How can we map these to effectively? @HCAL

= Causability := a property of a person (Human)
= Explainability := a property of a system (Computer)

Artificial intelligence
... (Gomppaar Science)

Human intelligence
(Cognitive Science)
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@HCAI +5

&
3588

=
E= =
; =
A — :
s |?4“-}:

5

TRATOEnERy
REddadEEsd

Werner Sturm, Till Schaefer, Tobias Schreck, Andeas Holzinger & Torsten Ullrich. Extending the Scaffold Hunter Visualization
Toolkit with Interactive Heatmaps In: Borgo, Rita & Turkay, Cagatay, eds. EG UK Computer Graphics & Visual Computing
CGVC 2015, 2015 University College London (UCL). Euro Graphics (EG), 77-84, doi:10.2312/cgvc.20151247.
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How to generate a heatmap @HCAI A

«+— Heatmap Computation

Input Layer l | insarmadiate Layer | [ Cuipait Layar

[ Step Thiwe

L] A" = Ty

Sty e
e B = =)

Jiz) = 4156
Comatiur Cutpn
Image Classification —
Figa. L
in the Bag of i
pipeline. i i i Airplane
image in the graphic by Pixabay user tpsdave.
'doi10.1371/journal pone.0130140.g004.
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] We need effective tools for Human-Al Interaction @HCAL

Why did the algorithm do that?
Can | trust these results? &) <€ vara u@w (x-txx)
How can I correct an error? P

Input data

A possible solution

Explainable
Model

vatax) 9 x-1

& E Explanation

Interface

Input data
The domain expert can understand why ...
The domain expert can learn and correct errors ...
The domain expert can re-enact on demand ...
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Y LRP Layer-Wise Relevance Propagation @HCAI

Image x Fealires

sifier decisions by layer-wise relevance

0130140,

doi:10.1371/journal.pone.0130140.

fix) = ¥ FeareRelevances = ¥ Pixel Relevances

Sebastian Bach, Alexander Binder, Grégoire Montavon, Frederick

Klauschen, Klaus-Robert Miiller & W

explanations for non-linear cl
propagation. PloS one, 10, (7),
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Relevance propagation @HCAl

fi d
input ekiinfil i = output

e
1.} ‘\\
Montavon et al. (2017)
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[7Y] @HCAlL

03 Al Ethics
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i Biomedical Ethics is well-established @HCAI

UNESCQ's 15 Bioethical principles

Human Benefit& |Autonomy- |Consent Persons
dignity & harm individual without the
human responsibliity capacity o
rights consanl
Human Privacy /| Equality, Non- Raspect
vuinerability | Configenti. |Justice, discrimination | for cultural
& personal | ality Equity diversity
integrity
Solidarity & | Social Sharingof | Protecling Protecting
cooperation | responsibilty | benefits future biodiversity,
& health generations | biosghere &
anvironmant

http://global.oup.com/us/companion.websites/9780199924585/student/
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i 1saac Asimov three laws of robotics @HCAI

The three laws of (fictional) robotics:

A robot may not injure a human being or. through
inaction, allow a human being to come to harm.

A robot must obey the orders given it by human
beings except where such orders would conflict with
the First Law.

A robot must protect its own existence as long as
such protection does not conflict with the First or
Second Laws,
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¥ What is Ethics ? @HCAlL

= Ethics = moral philosophy

= Recommending and defending concepts of right and
wrong conduct.

= Three areas:

= 1) Meta-ethics, concerning the theoretical meaning
and reference of moral propositions, and how their
truth values (if any) can be determined

= 2) Normative ethics, concerning the practical means

of determining a moral course of action

3) Applied ethics, concerning what a person is

obligated (or permitted) to do in a specific situation

or a particular domain of action -> Al ethics

https://www.iep.utm.edu/ethics/
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i standards for Medical Research: the ethics committee @HCAI

= |ndependent review and approval by ethics board:
= 1) Informed consent
= 2) Risk-Benefit ratio and minimization of risk

= 3) Fair selection of study population (inclusion-,
exclusion-criteria)

= 4) Scientific validity ( ‘scholarly review’ )

= 5) Social value

= 6)Respect for participants and study communities
= 7) Confidentiality and privacy, data security

= 8) No Conflict of interest
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Y (some) Grand Questions of Al Ethics @HCAI

= |s it morally justified to create super-intelligent
systems?

= Should our Al have any free will? And if it is
possible: Can we prevent them from having free
will?

= Will Al have consciousness? (Strong Al)
= |f so, will it they accept to be constrained by

artificial Al-ethics placed on them by humans?

= |f Al develop their own ethics and morality, will

we like what they do with us?

https://www.wired.com/story/will-ai-achieve-consciousness-wrong-question/
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@Y What is Ethics for us as Engineers? @HCAL

= Ethics is a practical discipline
= |t is the good things — It is the right things

= How do we define what is good?

FROM KANT T Kl STAE THECE
FHILOSORMACLL ASGUMERTS

Shad you pull the laver to divert the tralley?

Ettvcal?
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B Now, Why do we need Al Ethics? To ensure ... @HCAI

Accountability ... we have to take responsibility for our
developments, governments have to take responsibility for
decisions and laws affecting all citizens

Trust ... confidence in the reliability, truth, ability (a trustee holds
the property as its nominal owner for the good of beneficiaries
Transparency ... implies openness, communication, accountability,
trust, ...

Understandability ... property of a system according to the
principles of usability, we can say it is a kind of domain usability,
and can be perceived as the relation and good fit between the
“language of the human” and the “language of the machine”
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B what about existing Al? @HCAI

=S

S S i

human-centered.ai (Holzinger Group) as Machine Learning Health 07



[7Y] @HCAlL

b.cs.tu-bs. i i ifen_Mensch vs Roboter,

-

If the robot looks like a human,
do we have different
expectations?

Would you “kill” a robot car?

Would you “kill” a robot insect
that would react by squeaky
noises and escape in panic?

Would you “kill” a robot biped
that would react by begging you
to save his life?

Machine Learning Health 07

@HCAI +5

For sure explainability
and ethical issues
belong together ...
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@HCAI +5

Alexa, what about
legal aspects of Al ?
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[7Y] @HCAlL

04 Social Issues of Al

human-centered.ai (Holzinger Group) a7 Machine Learning Health 07
.
TU @HCAI
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.

Legal aspects of Al @HCAl
+ chaaper 1eniory/camenas
= speach (tnfom tewt)
* unsupsnsad - intiage (ecognitian
+ huparviiad + muchine vislon

social tearning

maobiie

* natrsl - subreties,
Sguage o 4 s
= Mare's b ctustors & romtrofer

http://www.kempitlaw.com/wp-content/uploads/2018/09/Legal-Aspects-of-Al-Kemp-IT-
Law-v2.0-Sep-2018.pdf

human-centered.ai (Holzinger Group) 53 Machine Learning Health 07

@Y For social issues of Al @HCALA

= Watch the Obama Interview on how artificial

intelligence will affect our jobs:
= https://human-centered.ai/2016/10/14/obama-on-humans-in-the-loop

ERONEIE
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4 Teaching meaningful explanations @HCAl

Teaching Meaningful Explanations

Siml €. F. Cinella,
Murruy Comphell, Amit Dramibar, Kb B Verdsey, Denls Wel.
Aleksandra Mujsilevié

* Thews sathins cuontribused couslly.
UM Reseanch
orkiren Heights, NY 998
{nceadel ], binge knatesa,soun, adiurss, krvarsho, duel aleksand Hus ibe, con

ic 2018. Teaching
018
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g38 s | = i
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sS¢E g g | Evalumion spons muliple modeling sch
52 5 |o=m ateset, and & chomical o dataset,
= SEs |% ik asmoas domaies andd alponthi,
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@HCAI +5
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https://ercim-news.ercim.eu/en116/special/ethical-and-legal-implications-of-ai-recruiting-
software
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[7Y] @HCAlL

Conclusion:
Human-in-control
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@Y The third wave of Al (? ): Adaptive Context Understanding @HCAI

.Jk.hh;'lr.ﬂt_Llr'i-é
Reasoning

= A contextual model can perceive, learn and
understand and abstract and reason

= Advantage: can use transfer learning for
adaptation on unknown unknowns

= Disadvantage: Superintelligence ...

Image credit to John Launchbury
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@Y Human-in-control @HCAIL

Interactive Machine Learning: Human is seen as an
agent involved in the actual learning phase, step-by-step
influencing measures such as distance, cost functions ...

& e vane s L A || e g@ﬁ e '?g
Wi Tt
4. Check rg—@ 2. Preprocessing

1. Input

3.iML

Holzinger, A. 2016. Interactive Machine Learning for Health Informatics: When do we
need the human-in-the-loop? Brain Informatics (BRIN), 3, (2), 119-131,
doi:10.1007/540708-016-0042-6.
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@Y The fist wave of Al (1943-1975): Handcrafted Knowledge @HCA!

= Engineers create a set of logical rules to represent
knowledge (Rule based Expert Systems)

= Advantage: works well in narrowly defined problems
of well-defined domains

= Disadvantage: No adaptive learning behaviour and
poor handling of p(x)

Image credit to John Launchbury
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@ Three (selected) dangers and myths about Al generally ~ @HCAI

= Myth 1a: Superintelligence by 2100 is inevitable!
= Myth 1b: Superintelligence by 2100 is impossible!
= Fact: We simply don’t know it! S

= Myth 2: Robots are our main concern '

Fact: Cyberthreats are the main concern:
it needs no body — only an Internet connection

= Myth 3: Al can never control us humans
Fact: Intelligence is an enabler for control:
We control tigers by being smarter ...
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=

i;';l;hank you!
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@HCAI

B  The second wave of Al (1975 - ): Statistical Learning @HCAL

= Engineers create learning models for specific tasks
and train them with “big data” (e.g. Deep Learning)

= Advantage: works well for standard classification
tasks and has prediction capabilities

= Disadvantage: No contextual capabilities and
minimal reasoning abilities

Image credit to John Launchbury
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@Y The future: human-in-control @HCAI

High-performance medicine: the
convergence of human and artificial 4
intelligence Padld Boddimglon

Towards a
Code of Ethics
for Artificial
Intelligence
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