m Science is to test crazy ideas — Engineering is to put these ideas into Business & L HCAI

Assoc.Prof. Dr. Andreas Holzinger

185.A83 Machine Learning for Health Informatics
2020S, VU, 2.0 h, 3.0 ECTS
Andreas Holzinger, Marcus Bloice, Florian Endel, Anna Saranti
Lecture 04 - Week 17

From Decision Making under
Uncertainty to
Probabilistic Graphical Models

Contact: andreas.holzinger AT tuwien.ac.at

https://human-centered.ai/machine-learning-for-health-informatics-class-2020
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B What will we learn today ?

00 Reflection

hi entered.ai (Holzil Group) 3 2020 health Al 04

= 00 Reflection from last lecture

= 01 Decision Making under uncertainty

= 02 Some Basics of Graphs/Networks

03 Bayesian Networks (BN)

04 Markov Chain Monte Carlo (MCMC)
05 Metropolis Hastings Algorithm (MH)
06 Probabilistic Programming (PP)

human-centered.ai (Holzinger Group) 2 2020 health Al 04

B warm-up Quiz & HCAI
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Which ML approaches do we know ? & HCAl

© e

Why is this important for us?

i
i

= Symbolic ML
= First order logic, inverse deduction, knowledge composition
= Tom Mitchell, Steve Muggleton, Ross Quinlan, ...
= Bayesian ML
= Statistical learning, probabilistic inference
= Judea Pearl, Michael Jordan, David Heckermann, ...
Cognitive ML
= Analogisms from Psychology, Kernel machines
= Vladimir Vapnik, Peter Hart, Douglas Hofstaedyter, ...
Connectionist ML
= Neuroscience, Backpropagation
= Geoffrey Hinton, Yoshua Bengio, Yann LeCun, ...
Evolutionary ML
= Nature-inspired concepts, genetic programming
= John Holland (1929-2015), John Koza, Hod Lipson, ...

n
Pedro Domingos 2015. The Master Algorithm: How the Quest for the

Ultimate Learning Machine Will Remake Our World, Penguin UK.

https://learning.acm.org/techtalks/machinelearning
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A short historical digression: whom do you see here? s HCAI

Death from cancer
Probability 2%

W Decision node Utility 5%
® Chance node
4 Outcome / Fertlle survival
Probabality 98%
Mo further Utility 100%
SUrgery
Surgical death
Microliwvasive - F"J‘DI:IEIIJ-III?:.' 0-5%
cancer of the o/ Ly 0%
b/ N Dies Infertile survival
Radical i Probability 98% Physician treating a patient
i i Lhility 95% approx. 480 B.C.
hyslergctomy Beazley (1963), Attic Red-figured
Infertile sundyal Vase-Painters, 813, 96.
. e Department of Greek, Etruscan
Survives (p=99-5%) thabqlﬂ_y 5% and Roman Antiquities, Sully, 1st
Lility 95%

Spread (p=2%)

floor, Campana Gallery, room 43
Louvre, Paris

Death from cancer
Probability 5%
Liility 5%

Elwyn, G., Edwards, A., Eccles, M. & Rovner, D. 2001. Decision analysis in patient care.

The Lancet, 358, (9281), 571-574.
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Remember: What is “personalized medicine” ? & HCAl

Both Images are in the public domain
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What Kind of Healthcare Decisions Should Bs Made

How Healthcare Decisions Should Be Made

Proventive

Btrategles that contral ris r5 of dlieases
will b i il ited baned on of individualivid

Health care declsions will be tallor-made based on
individualised modalling from genomic ta system levals
with reference to statistical analysis of a population.

Parsonalised

Participatory

Health eare deciclon making and health
Information will b shared by
Individuals and relevant practitioners.

Future
p-Health
Maodel

Predictive
Rigk of deviloping a disease will be
constantly ssed based on the
hialth Informatian necumulated up-to-dats

Prosemptive

Targets of Interventian will be broadened

l]l'\'lll“‘ Lrisatment respanse and remission to

malftain and reatare bady health and functians

Pervasive
Health services will be avallable to anyane,
anytime and anywhaie to facllitate healthcaro
decisions to be made whenevoer RECessnry,

Zhang, Y. T. & Poon, C. C. Y. (2010) Editorial Note on Bio, Medical, and Health Informatics.
Information Technology in Biomedicine, IEEE Transactions on, 14, 3, 543-545.
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01 Decision Making
under uncertainty

Pierre-Simon Laplace 1781. Mémoire sur les probabilités. Mémoires de
[Académie Royale des sciences de Paris, 1778, 227-332.
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B8 Whatis medical action?

e

perman"pjﬂecision making
underuncertaiaty!

human-centered.ai (Holzinger Group) 11 2020 health Al 04

SYSTEM | V& SYSTEM I COGNITION

§ e e v e o g —

vyt C mewmd
e, S | OO . * e, el g, U0
e — sl

T ——

weis e P Bt | Eore Lo ey e e | Bt Ly el 59

https://www.youtube.com/watch?v=T3sxeTgT4qc

Daniel Kahneman 2011. Thinking, fast and slow, New York, Macmillan.

Amos Tversky & Daniel Kahneman 1974. Judgment under uncertainty: Heuristics and biases.
Science, 185, (4157), 1124-1131, doi:10.1126/science.185.4157.1124.
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Bl Decision Making: Learn good policy for selecting actions = HEAl

Goal: Learn an optimal policy for selecting best actions
within a given context

Fort=1,..,T

1) The world produces a
“context” x; € X

Bench

2) The learner selects an action

History | Decision | Check a; €{L,..., K}

>
Predict t

3) The world reacts with
Bedside arewardr:(a;) € [0,1]
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Why is decision making so difficult ? 2

How does a medical doctor make a decision ? Py

=
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William Hersh 2010. Information \ /
Retrieval: A Health and Biomedical e
Perspective, New York, Springer.
human-centered.ai (Holzinger Group) 13 2020 health Al 04

=
L]
=
—_

What about the accuracy and uncertainty in medicine ? 2

i
i

]
:d

3 July 1939, Volume 130, Number 3366

Reasoning Foundations of

Medical Diagnosis

Symbolic logic, probability, and value theory

aid our understanding of how physicians reason.

Robert S. Ledley and Lee B, Lusted

Fhe purpose of this article is to ana-
tyze the complicated reasoning processes
inherent in medical disgnosis. The im-
portance of this problem has received
recent emphasis by the increasing inter-
est in the use of slectronic computers as
an aid to medical diagnostic processes

fitted into a definite disease category, or
that it may be one of several possible dis-
eases, or else that its exact nature cannot
be determined.” This, obviously, is a
greatly simplified cxplanation of the
process of diagnosis, for the physician
might also comument that after seeing a

Why is the patient-doctor dialogue so important ?

SCIENCE

ance are the ones who do remember and
consider the most possibilities.”

Computers are especially suited to
help the physician collect and process
clinical information and remind him of
diagnoses which he may have over-
looked. In many cases computers may be
as simple as a set of hand-sorted cards,
whereas in other cases the use of a large-
scale digital electronic computer may be
indicated. There are other ways in which
computers may serve the physician, and
some of these are suggested in this paper.
For example, medical students might
find the computer an buportant aid in
learning the methods of differential di-
agnosis. But to use the computer thus
we must understand how the physician
makes a medical diagnosis. Lhis, then,
brings us to the subject of our investiga-
tion: the reasoning foundations of med-
ical diagnesis and treaunent.

Medical diagnosis involves processes
that can be systematically analyzed, as
well as those characterized as “intan-
gible.” Tor instance, the reasoning foun-
dations of medical diagnostic procedures

i
i

= Medical (clinical) data are defined and detected
disturbingly “soft” ...

= .. having an obvious degree of variability and inaccuracy.

= Taking a medical history, the performance of a physical
examination, the interpretation of laboratory tests, even
the definition of diseases ... are surprisingly inexact.

= Data is defined, collected, and interpreted with a degree
of variability and inaccuracy which falls far short of the
standards which engineers do expect from most data.

= Moreover, standards might be interpreted variably by
different medical doctors, different hospitals, different
medical schools, different medical cultures, ...

Anthony L. Komaroff 1979. The variability and inaccuracy of medical data. Proceedings of
the IEEE, 67, (9), 1196-1207.
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Clinicfan influences patient's giving of information

Patient influences clinician’s reception of information

| [ [

Patient provides Clinician collects/
informatian interprets information

Patient seeks Clinfcian makes temtative
medical care decisions about diagnosis,

treatrent, and prognosis

Clinician describes/

Pattent responds with

Clinician's description/explanation influences patient's respense

inaccuracy of medical data. Proceedings of the

'S certain feelings, and explaing Cthese

N decides to take decisfons to patient
o those therapeutic

& actions recommended [ ]
s by clinfcian

> 1 _

~ Patient's response influences clinfcian's decisions

s

o

w

w

Anthony L. Komaroff 1979. The variability and

- IEU:M of medical l:ll‘tl -
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How can we learn and infer from data ? = HCAI

d .. data H . {hy, hyy s )

h ... hypotheses
Likehhood Prior Probability

p(dlh)*p(h)

p(/hld)z Shen P(AIR) p(h)

Posterior Probability

Problem in R™ — complex

L

Feature parameter 0

2020 health Al 04

human-centered.ai (Holzinger Group) 17
Why is decision making so hard for machines ? = HCAI

How do humans make decisions under uncertainty ? = HCAI

You are talking to you colleague and want to refer
to the middle object — which wording would you
prefer: circle or blue?

Michael C. Frank & Noah D. Goodman 2012. Predicting pragmatic reasoning in language games.
Science, 336, (6084), 998-998, doi:10.1126/science.1218633.
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p(D6) - p(o

UMCERTAINTY 8 pl D) =
Cues ] . m D |
—\W\D
1 DIAGNOSIS CHOIGE
» o Working A,
. Selective | Porcogtion| 11, Memory 4 —Aclon | » Qutcome |5

Né) oo

Hy'™  (H) Hypothesis
(A} Action

Image by Christopher D. Wickens 1984, modified by Andreas Holzinger 2004
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unction(property) {
nf ) o
refPrior(context])

Noah D. Goodman & Michael C. Frank 2016. Pragmatic language interpretation as probabilistic
inference. Trends in Cognitive Sciences, 20, (11), 818-829, d0| 10.1016/j.tics.2016.08.005.

human-centered.ai (Holzinger Group)
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02 Graphs =
Networks
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@8 What are Probabilistic Graphical Models (PGM) ? L HCAI

s A ——

Bl Wwestartin1736

Image from https://people.kth.se/~carlofi/teaching/FEL3250-2013/courseinfo.html

Leonhard Euler 1741. Solutio problematis ad geometriam situs pertinentis.

Commentarii academiae scientiarum Petropolitanae, 8, 128-140.
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= PGM can be seen as a combination between

Graph Theory + Probability Theory +
Machine Learning

* One of the most exciting advancements i
decades — with enormous future potent

= Compact representation for exponen{-! ally
probability distributions

= Example Question:

human-centered.ai (Holzinger Group) 22 2020 health Al 04

B8 252 years later: Belief propagation algorithm

.3
=
o

Pearl, J. 1988. Embracing causality in default reasoning. Artificial Intelligence, 35, (2), 259-271.
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275 years later ... the “Nobel-prize in Computer Science” = HCAI

PREBRASE

AM.
bl et B
TORING 3 zmemase

ht'tb'://a mturing.acm.org/vp/pearl_2658896.cfm

Nobel Prize in Chemistry 2013
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First Question: Where does graphs come from? = HCAI
= Graphs as = Graphs as
models for networks nonparametric basis
= given as direct input = we learn the structure
(point cloud data sets) from samples and infer
= Given as properties of a = flat vector data, e.g.
structure similarity graphs
= Givenasa = encoding structural
representation of properties (e.g.

information (e.g. smoothness,
Facebook data, viral independence, ...)
marketing, etc., ...)
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@

DEVELOPMENT OF MULTISCALE MODELS FOE

COMPLEX CHEMICAL SYATEM
¥ Mlartin Karphin Wichae] Lavits At Warshal

#rive shars #rice thare Prize thare

http://www.nobelprize.org/nobel_prizes/chemistry/laureates/2013

http://news.harvard.edu/gazette/story/2013/10/nobel prize awarded 2013
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What do you see here ? = HCAI

NGC 5139 Omega Centauri by Edmund Halley in 1677, ESO, Atacama, Chile

human-centered.ai (Holzinger Group) 28 2020 health Al 04



Time and Space S HCAI

Dali, S. (1931) The persistence of memory Bagula & Bourke (2012) Klein-Bottle
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Why are protein structures so important ? & HCAl
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Wiltgen, M. & Holzinger, A. (2005) Visualization in Bioinformatics: Protein Structures with Physicochemical
and Biological Annotations. In: Central European Multimedia and Virtual Reality Conference. Prague, Czech
Technical University (CTU), 69-74
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Complexity Problem: Time versus Space e HCAI
exponential cubic quadratic
o(nd) om) .~ linear
P
."-f-.
-
Rl i)
£
= Oflog n)

logarithmic

o{1)

constant
Dala inpul (Space)
P versus NP and the Computational Complexity Zoo, please have a look at
https://www.youtube.com/watch?v=YX40hbAHx3s
human-centered.ai (Holzinger Group) 30 2020 health Al 04
Getting Insight: Knowledge Discovery from Data e HCAI

' -y F - ;

Wiltgen, M., Holzinger, A. & Tilz, G. P. (2007) Interactive Analysis and Visualization of Macromolecular
Interfaces Between Proteins. In: Lecture Notes in Computer Science (LNCS 4799). Berlin, Heidelberg, New
York, Springer, 199-212.
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First yeast protein-protein interaction network

m First human protein-protein interaction network 2 HC I

entered.ai (Holzil Group)

33

Nodes = proteins

Links = physical interactions
(bindings)

Red Nodes = lethal

Green Nodes = non-lethal
Orange = slow growth
Yellow = not known

Jeong, H., Mason, S.
P., Barabasi, A. L. &
Oltvai, Z. N. (2001)
Lethality and
centrality in protein
networks. Nature,
411, 6833, 41-42.
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Light blue = known proteins
Orange = disease proteins

Bg
Ly L

[ )

[

a8 P-0n.g
w2
Ba
o

Stelzl, U. et al. Sl
(2005) A Human = i -
Protein-Protein L
Interaction
Network: A
Resource for
Annotating the
Proteome. Cell,
122, 6, 957-968.
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@ social Behavior Contagion Network

¥
=
o

Hurst, M. (2007), Data
Mining: Text Mining,
Visualization and Social
Media. Online available:
http://datamining.typep
ad.com/data_mining/20
07/01/the_blogosphere.
html, last access: 2011-
09-24

entered.ai (Holzil Group)
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Aral, S. (2011)

-« Identifying Social
Influence: A Comment
on Opinion Leadership
and Social Contagion in
New Product Diffusion.

& d H Marketing Science, 30,

2,217-223.

Information object
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@8 Human Disease Network -> Network Medicine < HCAl

Barabasi, A. L.,
Gulbahce, N. &
Loscalzo, J. 2011.
Network medicine: a
network-based
approach to human .
disease. Nature Reviews ot
Genetics, 12, 56-68.
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BAYESIAN
REASONING

and aigorit

MACHINE
LEARNING

David Barbar

David Barber 2012. Bayesian reasoning
and machine learning, Cambridge,
Cambridge University Press.

http://www.cs.ucl.ac.uk/staff/d.barber/brml/

Daphne Koller & Nir Friedman 2009.
Probabilistic graphical models:
principles and techniques, MIT press.

03 Bayesian
Networks
“Bayes’ Nets”
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8 Book recommendations 2 < HCAl

. T B
e = ]

ML RSP
AND INTE RN

JUDEA PEARL

https://goo.gl/6a7rOC

http://bayes.cs.ucla.edu/BOOK-2K/
Chapter 8 Graphical Models is as sample

chapter fully downloadable for free
Judea Pearl 2009. Causality:
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Chris Bishop 2006. Pattern Recognition and
Machine Learning, Heidelberg, Springer.

human-centered.ai (Holzinger Group) 40

Models, Reasoning, and Inference
(2nd Edition), Cambridge,
Cambridge University Press.
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Bl What are the rules of probability ? e HEAI

P() =) P(x.y)

¥

P(x,y) = P(y|x)P(x)

P(x|y)P
P(ylx) = (x}':,y(i)(y :

P(x) = ) P(ly)P()
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B8 Why are Markov decision processes so important ? = HEAl

===

The Markov Process
in Medical Prognosis
1. Rabert Beck, M5,

o Sirpiarm . Py, MD,

Thr s’y s o IO ST RETIATSR TrEOR Pt 0 §prope

of b ety e b, . (M| Dl Mg 14408, 00y

= Markov decision processes (MDP) are ...

= random processes in which the future, given the
present, is independent of the past!

= one of the most important classes of random
processes!
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Digression:
Markov Processes in
Machine Learning
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@8 How can MDP be useful for machine learning ?

action
L

— 3

Mnih, V., Kavukcuoglu, K., Silver, D., Rusu, A. A., Veness, J., Bellemare, M. G., Graves, A., Riedmiller, M., Fidjeland, A. K.,
Ostrovski, G., Petersen, S., Beattie, C., Sadik, A., Antonoglou, I., King, H., Kumaran, D., Wierstra, D., Legg, S. & Hassabis, D.
2015. Human-level control through deep reinforcement learning. Nature, 518, (7540), 529-533, doi:10.1038/nature14236
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From where do we know such behaviour ?

ot Ty
cbservation 4 w2 r‘] action
— .‘."1' ol 14 —
a’ I"-\._' ._'7“_.‘1-| ’ 'Al
\‘1 |".- o, _-“‘
=
Jﬂ-l . Wit i Fha rmit of e EpGted Wiy Phaery 0 (WG F G BEME
For a single decmlon varishle an agent can select
teward | Ry 0 = dhoramyd € domiD],
The expécted utiity of decision [ = dis
Eer | e E PloteessoFn | AL 0o s Eail)
L4 T
An optimal single decision i the deciion [} = dmax
whose gepacted utility ks maximal;
thyas = urg,  max  E{L7 | d)
ot [ 1
e e e | s mp— e mm -
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What has an RL-agent to do with MDP ? e HCAl
R Intelligent behavior arises from the actions of an

The sewt renes st 5| individual seeking to maximize its received reward
T st s wed | Sjonals in @ complex and changing world

Agent
. | Representation |
| Learning algorithm |
Huﬁ':lu'-l Action selection policy
State r = - Action
I‘..|H r._r-ll alh!

Environment

‘-\'l~ 1]

Sutton, R. S. & Barto, A. G. 1998. Reinforcement learning: An introduction, Cambridge MIT press
human-centered.ai (Holzinger Group) 47 2020 health Al 04
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[LY Standard RL-Agent Model goes back to Cybernetics 1950

inivialize Vs arbicrarily
leop until policy good ensugh
loop for se 8§
leop for me A
Qs a)i= Risa)+ -'E.r"nF'T["‘"' &V
Vis) 1 maog, (s a)
end loop
end locp

Kaelbling, L. P., Littman, M. L. & Moore, A. W. 1996. Reinforcement learning: A survey.
Journal of Artificial Intelligence Research, 4, 237-285.
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RL - Types of Feedback (crucial!)

= Supervised:
Learner told best a

= Exhaustive:
Learner shown every
possible x

= One-shot: Current
x independent of
past a

Littman, M. L. 2015. Reinforcement learning
improves behaviour from evaluative feedback.
Nature, 521, (7553), 445-451.
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8 Problem Formulation in a MDP & HCAl

= Markov decision processes specify setting and tasks

= Planning methods use knowledge of P and R to
compute a good policy

= Markov decision process model captures both
sequential feedback and the more specific one-shot
feedback (when P(s’|s, a) is independent of both
sanda

Q%(s, a) = R(s, a) + yZP(s'ls, a) max, 0*(s’, a")

Littman, M. L. 2015. Reinforcement learning improves benaviour Trom evaluative Teedpack.
Nature, 521, (7553), 445-451.
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m Environmental State is the current representation < HCAI
* j.e. whatever data the
environment uses to pick Vs
e P e i " ALnGN
the next ra il ) A ﬁ

observation/reward

®» The environment state is
not usually visible to the
agent

= Even if S is visible, it may
contain irrelevant
information

= A State S; is Markov iff:

P[S¢+11Se] = P[Sg411S1, -0, St

human-centered.ai (Holzinger Group) 51
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Bl Asgent observes environmental state at each step t = HCAl
= 1) Overserves
" 2) ExeCUtes Observation Oy -
= 3) Receives Reward Y A, scsan
5 i, A,

Executes action A;:
O = sa; =se;
Agent state =

environment state =
information state

Markov decision
process (MDP)

human-centered.ai (Holzinger Group)

m Agent State is the agents internal representation

50

Image credit to David Silver, UCL
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i.e. whatever
information the agent
uses to pick the next
action

it is the information

used by reinforcement

learning algorithms

It can be any function
of history:

5= f(H)

Hi = Oy Ry, Aty eoes Ap=1. Oy, Ry

human-centered.ai (Holzinger Group)
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Bl Components of RL Agents and Policy of Agents

¥
=
o

= RL agent components:
= Policy: agent's behaviour function
= Value function: how good is each state and/or action
= Model: agent's representation of the environment

= Policy as the agent's behaviour
= is a map from state to action, e.g.
= Deterministic policy: a =(s)
= Stochastic policy: (ajs ) = P[At=ajSt=s
= Value function is orediction of future reward:

V:(E} = .lEn [R[+1 + “;'Rf_+2 . "IERt+3 +ses | St = 5]

human-centered.ai (Holzinger Group) 53 2020 health Al 04

¥
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Back to
Bayesian Networks
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m What if the environment is only partially observable?

¥
=
o

Partial observability: when agent only indirectly
observes environment

Formally this is a Partially Observable Markov
Decision Process (POMDP):

= Agent must construct its own state representation S,
for example:

Complete history: S = H,
Beliefs of environment state: S = (P[SF = s'], ..., P[Sf = 5"])
Recurrent neural network: 57 = o(S]_, W; + O:W,)
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8 Three types of Probabilistic Graphical Models e HEA)
@. '@ Undirected: Markov random fields, useful

- e.g. for computer vision (Details: Murphy 19)
@ @ 1 e @
.* B ‘ PX) = E{-xp(z Wi xix; + Z.\'rbr) 0.9

iy

& @ Directed: Bayes Nets, useful for designing
@ ﬁ @ models (Details: Murphy 10)

4 K
" ' plx) H plai|pag)

k=1

Factored: useful for inference/learning

mx) = H TolXa)

human-cevtered. al [Holzinger Group) 56 2020 health Al 04
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B8 so, what s a directed Bayesian Network (BN) ? % HCAI

= js a probabilistic model, consisting of two parts:
= 1) a dependency structure and
= 2) local probability models.

PG, ) = | |pCu| Pace)
i=1

Where Pa(x;) are the parents of x;

BN inherently model the uncertainty in the data. They are a successful marriage between
probability theory and graph theory; allow to model a multidimensional probability
distribution in a sparse way by searching independency relations in the data. Furthermore
this model allows different strategies to integrate two data sources.

Pearl, J. (1988) Probabilistic reasoning in intelligent systems: networks of plausible inference. San
Francisco, Morgan Kaufmann.
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8 Clinical Case Example

¥
=
o

8 Example: Directed Bayesian Network with 7 nodes e HEA)
lﬂlll,‘"n-[ ..... ..-"L*';}I =
"l']‘{ .1{1 LU[ .1\"_3 ];?l: .'\l—_q }J'J'{ _1'1-_[ |_1|'[-1 3 _-‘Lr-g ! _1'1-_'{ ] '
p(X5| X1, X3)p(Xe |-?'x_.|. IP( X7 Xy, X5)
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@8 What isimportant in clinical decision making ? e HEA)

Overmoyer, B. A.,
Lee, ). M. &
Lerwill, M. F.
(2011) Case 17-
2011 A 49-Year-
Old Woman with a
Mass in the Breast
and Overlying Skin
Changes. New
England Journal of
Medicine, 364, 23,
2246-2254.
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= =the prediction of the future
course of a disease conditional
on the patient’s history and a
projected treatment strategy

= Danger: probable Information ! j

= Therefore valid prognostic
models can be of great benefit
for clinical decision making and
of great value to the patient, 8
e.g., for notification and quality b
of-life decisions

Knaus, W. A., Wagner, D. P. & Lynn, J. (1991) Short-term mortality predictions for critically ill
hospitalized adults: science and ethics. Science, 254, 5030, 389.
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Bl How can one predict the future on past data and present status ? s HCAI

cirrend Pl:’Hi.l"ﬂ.f sfate et Pl:’Hi-t’Hf sFerte
Risk factors h Risk factors
Pathogenesis Pathogenesis
Disorders IP'IT Disorders
Pathophysiology Pathophysiclogy
Findings F Findings

Cvalcian Tests
] Treatments

phivsician

past future

van Gerven, M. A. )., Taal, B. G. & Lucas, P. J. F. (2008) Dynamic Bayesian networks as prognostic
models for clinical patient management. Journal of Biomedical Informatics, 41, 4, 515-529.
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il Breast cancer - big picture - state of 1999 o HCAI
Alcoholic & Skin Nipple Breast
Smoking Thickening, Discharge Pain
i
Hormones
Menopause Breast Cancer
Pregnant
k
Family Architectural Tissue Microcalci-
History Distortion Asymmetry fications

Wang, X. H., et al. (1999) Computer-assisted diagnosis of breast cancer using a data-driven
Bayesian belief network. International Journal of Medical Informatics, 54, 2, 115-126.
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Bl Example: Breast cancer - Probability Table /& HCAI
Catégors Miode |I-.--.|.'|||'|I|.'-|1 Siate |I..'-.z|pll-.~||.
Dhiigniosis Bremst canser Present. absent
Clhimical his= Hahii of drinking alcoholi beverages aned Yes. nio
Lory smaking
Taking female hormones Yies. ma
Have gone through mendapaise Yo o
Have ever been pregnant Yes, i
|.|:|'|||:|. member has breas) cuncer Yies, no
Phwsical find- MNipple discharge Yew, no
ings
Skin thickening Yes. no
Brewst pain Yes, i
Have o lumpish Y no
Mammo- Architectural distoriion Prisent, absent
graphic
findings
Mlass Seere from one o three, seofe from four 1o five,
whse
Microculcification cluster Scare lrom ane to three, score [rom four Lo live,
whseni
Asvmmetry Present. absen

Wang, X. H., et al. (1999) Computer-assisted diagnosis of breast cancer using a data-driven
Bayesian belief network. International Journal of Medical Informatics, 54, 2, 115-126.
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B8 10 years later: Integration of microarray data = HEAl

= |ntegrating microarray data from multiple studies to increase
sample size;

= = approach to the development of more robust prognostic tests

Xu, L., Tan, A., Winslow, R. & Geman, D. (2008) Merging microarray data from separate breast
cancer studies provides a robust prognostic test. BMC Bioinformatics, 9, 1, 125-139.
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@8 Concept Markov-Blanket & HCAl

8 Example: Bayes Net with four binary variables /& HCAI
Gene 1
P{on) 0.8
P{off) 0.2
Gene2 Genel Genel Gene2 Genel Genel
on off on off
Plon) 03 0.6 Plon) 03 0.6
Ploffy 0.7 0.4 e e Ploff) 07 0.4

Prognosis GeneZ2on Gene2on Gene2ofl Gene2ofi
Gene3on Gena3off Gene2on Gene 3 off

P{good) 0.6 0.1 0.9 0.5

P(paar) 0.4 0.9 0.1 0.5
Gevaert, 0., Smet, F. D., Timmerman, D., Moreau, Y. & Moor, B. D. (2006) Predicting the
prognosis of breast cancer by integrating clinical and microarray data with Bayesian networks.
Bioinformatics, 22, 14, 184-190.
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Bl Dependency Structure -> first step (1/2) & HCAI

© e

Gevaert, O., Smet, F. D.,
Timmerman, D.,
Moreau, Y. & Moor, B. D.
(2006) Predicting the
prognosis of breast
cancer by integrating
clinical and microarray
data with Bayesian

networks. 4 1
Bioinformatics, 22, 14, O O
184-190.
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m Dependency Structure — first step (2/2) & HCAl

i ———_

= First the structure is learned using a search strategy.
= Since the number of possible structures increases super
exponentially with the number of variables,

= the well-known greedy search algorithm K2 can be used in
combination with the Bayesian Dirichlet (BD) scoring metric:

n qi Ti /i
T(N';) T(N'iiie + Niik)
p(SID) °‘P<5>1_H_[ T(N'; J'N..)ﬂ I‘l(]N’-- )U
i=1 j=1 Y Y7 k=1 ik

Nij ... number of cases in the data set D

having variable i in state k associated with the j-th instantiation
of its parents in current structure S.

n is the total number of variables.
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* Next, N;j is calculated by summing over all states of a variable:

= N = Z;i=1 Nijk - N'ijx and N';; have similar meanings but refer to prior
knowledge for the parameters.

* When no knowledge is available they are estimated using N, = N/(7;q;)

= with N the equivalent sample size,

= 1; the number of states of variable i and

= g; the number of instantiations of the parents of variable i.

= ['(.) corresponds to the gamma distribution.

= Finally p(S) is the prior probability of the structure.

= p(S) is calculated by:

* p(S) =M IS, (L — %) T =y P(Mix))

= with p; the number of parents of variable x; and o; all the variables that are
not a parent of x;.

= Next, p(a — b) is the probability that there is an edge from a to b while
p(ab) is the inverse, i.e. the probability that there is no edge from a to b
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@l Parameter learning -> second step & HCAl

© e

I
l

m Predicting the prognosis of breast cancer (integrated a.)

* Estimating the parameters of the local probability models corresponding
with the dependency structure.

* CPTs are used to model these local probability models.

* For each variable and instantiation of its parents there exists a CPT that
consists of a set of parameters.

* Each set of parameters was given a uniform Dirichlet prior:

p(0U|S) = DiT(Hij|N'ij1, ""N,ijk' ---'N’ijrl-)

Note: With 6;; a parameter set where i refers to the variable and j to the j-th instantiation of
the parents in the current structure. 6;; contains a probability for every value of the variable x;
given the current instantiation of the parents. Dir corresponds to the Dirichlet distribution with
(N’ijlr ...,N’im) as parameters of this Dirichlet distribution. Parameter learning then consists of
updating these Dirichlet priors with data. This is straightforward because the multinomial
distribution that is used to model the data, and the Dirichlet distribution that models the prior,
are conjugate distributions. This results in a Dirichlet posterior over the parameter set:

p(91]|D,5) = Dlr(9U|N'U1 + Nijl! ""N,ijk + Nijk' ---:N’ijri + Nijri)

with N;j; defined as before.
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8 Inference in Bayes Nets is intractable (NP-complete!) = HEAl

)

=
=
e
ot
s,
S0
N
=
Gevaert, O., Smet, F. D.,
Timmerman, D., Moreau, Y. &
Moor, B. D. (2006) Predicting
the prognosis of breast cancer
by integrating clinical and
microarray data with Bayesian
networks. Bioinformatics, 22,
14, 184-190.
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@8 My name is Andreas Holzinger ... L HCAI

= For certain cases it is tractable if:
= Just one variable is unobserved
= We have singly connected graphs (no undirected
loops -> belief propagation)
= Assigning probability to fully observed set of
variables
= Possibility: Monte Carlo Methods (generate
many samples according to the Bayes Net
distribution and then count the results)

= Otherwise: approximate solutions ...
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Often it is better to
have a good solution
within time — than an

perfect solution too

late ...
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Graph Model

-dels and Decision

Data

D Ea{X!inf 3 v Xow HL
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e
=
=

Naive Bayes classifier as DGM (single/nested plates)

e
=
=

What Classes of Graphical Models do we know ?

X, X

t '®) O”cup b ¢

D

Murphy, K. P. 2012. Machine learning: a probabilistic perspective, Cambridge (MA), MIT press.
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Murphy, K. P. 2012. Machine learning: a probabilistic perspective, Cambridge (MA), MIT press.
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Regulatory>Metabolic>Signaling>Protein>Co-expression

Tnnsu'lﬁfur factor . Barymes Receptors brotein
pa—— comiplex
Qe €= Y o9
Gene ¢ Metabolites . nalln; é‘ ﬂ

°'° o

Directed, Signed, Undirected,
weighted weighted Dlrecteﬂ Undirected Undirected

Image credit to Anna Goldenberg, Toronto
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B Remember e HEAI

@8 From structure to function prediction e HEA)

= Medicine is an extremely complex application
domain — dealing most of the time with
uncertainties -> probable information!

= When we have big data but little knowledge
automatic ML can help to gain insight:

= Structure learning and prediction
in large-scale biomedical networks

with probabilistic graphical models

= |[f we have little data and deal with NP-hard
problems we still need the human-in-the-loop
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il Protein Network Inference e HEAI

Baldi, P. & Pollastri, G. 2003. The principled design of large-scale recursive neural network
architectures--dag-rnns and the protein structure prediction problem. The Journal of
Machine Learning Research, 4, 575-602.

= Hypothesis: most biological functions involve the
interactions between many proteins, and the
complexity of living systems arises as a result of
such interactions.

® |n this context, the problem of inferring a global
protein network for a given organism,

= - using all (genomic) data of the organism,

= js one of the main challenges in computational
biology

Yamanishi, Y., Vert, J.-P. & Kanehisa, M. 2004. Protein network inference from multiple
genomic data: a supervised approach. Bioinformatics, 20, (suppl 1), i363-i370.
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@8 Problem: Is Graph Isomorphism NP-complete ? e HEA)
Borgwardt, K. M., Ong, C. S., Schonauer, S., 4 R
Vishwanathan, S., Smola, A. J. & Kriegel, H.-P. * -y .h'_ ¥
2005. Protein function prediction via graph b 5
kernels. Bioinformatics, 21, (suppl 1), i47-i56. - -
protems serandady SEDEBOE slmwcture

slmciure

= I[mportant for health informatics: Discovering
relationships between biological components

= Unsolved problem in computer science:
= Can the graph isomorphism problem be solved in
polynomial time?
= So far, no polynomial time algorithm is known.
= |t is also not known if it is NP-complete
= We know that subgraph-isomorphism is NP-complete
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@ Finally a practical example N

04 Markov Chain
Monte Carlo
(MCMCQ)
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Bl What s the problem with observable data D in the real-world ? < HCAI

Monte Carlo Method (MC)
Monte Carlo Sampling
Markov Chains (MC)

S
MCMC sl ®us S{) o1
. o 0.01" /n 1
Metropolis-Hastings ©
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@8 What s the problem of learning and inference ? = HEAl

= Often we want to calculate characteristics of a
high-dimensional probability distribution ...  p(D|#)

p(h|d) o p(D|6) * p(h)
Posterior integration problem: (almost) all statistical
inference can be deduced from the posterior

distribution by calculating the appropriate sums,
which involves an integration:

J = [;’(9)*;;(&|D)fm
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= Statistical physics: computing the partition
function — this is evaluating the posterior
probability of a hypothesis and this requires
summing over all hypotheses ... remember:

H={H\ Hy...H} V(h,d)

P(d|h) * P(h)
> wen PlAW)P()

P(h|d) =

human-centered.ai (Holzinger Group) 84 2020 health Al 04



Bl What was the origin of MCMC ? = HCAI

@8 Ssummary: What are Monte Carlo methods? N

I
l
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m MC connects Computer Science with Cognitive Science < HCAI

= Class of algorithms that rely on repeated
random sampling

= Basic idea: using randomness to solve problems
with high uncertainty (Laplace, 1781)

* For solving multidimensional integrals which
would otherwise intractable

= For simulation of systems with many dof

= e.g. fluids, gases, particle collectives, cellular
structures - see our last tutorial on Tumor
growth simulation!
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Bl Mathematical simulation via MC N

I
l

= for solving problems of probabilistic inference
involved in developing computational models

= 3s a source of hypotheses about how the human
mind might solve problems of inference

= For a function f(x) and distribution P(x), the
expectation of f with respect to P is generally
the average of f, when x is drawn from the
probability distribution P(x)

]Eg:r{ z) Z f dd
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= Solving intractable integrals
= Bayesian statistics: normalizing

constants, expectations, 2% (Y | T

marginalization
= Stochastic Optimization —

= Generalization of simulated annealing

= Monte Carlo expectation maximization
(EM)
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@8 Physical simulation via MC

B3 Notations e HCAI

i ———_

= Physical simulation
= estimating neutron diffusion time

= Computing expected utilities and best responses
toward Nash equilibria

= Computing volumes in high-dimehsions,:‘}-

g

= Computing eigen-functions and values. of | o
operators (e.g. Schrodinger)

= Statistical physics

= Counting many things as fast as possible

human-centered.ai (Holzinger Group)

89

8 Global optimization: What is the main problem?

?
P
£

2020 health Al 04

I
l

= Expectation of a function f(x,y) with respect to
a random variable x is denoted by E,, [f(x,y)]

= |n situations where there is no ambiguity as to
which variable is being averaged over, this will be
simplified by omitting the suffix, for instance Ex.

= |f the distribution of x is conditioned on another
variable z, then the corresponding conditional
expectation will be written E,.[f (x)]|Z]

= Similarly, the variance is denoted var[f (x)], and
for vector variables the covariance is written
cov[x,y]
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I
l

@ Finally a practical example N

Normalization:

Marginalization:

Expectation:

human-centered.ai (Holzinger Group)

argmax f(x)

p(zly)

J

p(y|x) * p(a

)

N fx p(y|z) * p(x)dx

p(x) = / plx, z)dz

91

(@) = [ fa)

p(x)dx

2020 health Al 04

05 Metropolis-
Hastings Algorithm
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B8 5,223 citations as of 26.03.2017 (6,552 as of 22.04.2020)

JOURNAL OF THE AMERICAN
STATISTICAL ASSOCIATION

Wb 247

SEFTEMBER Lo Vilumt 44

THE MONTE CARLO METHOD

Hecmooas Memaorous axo B, Uiaw
Low Alames Labwruiory

We ahall peesent bere the Botivation and & geaem] deerips
lyes of & iwriboed dewling with & class of problems s matle-
mischal physhes. The method b, cosenlally, & stwilstboal
appeoach o the siudy of diferentisl squibioas, or mors
p-nﬂlr. o Iqluw—dlhnm-ltl equatisn 1Al fdus s

warious branches of 1o salom] wienees

LREADY In the mineteenth tentury & sharp distinetion Began 1o ap-
pear between two different mathemationl methods of treating
phiyeieal phonomsss, Problems involving oaly a fow partbels were
studied in clamscal mechanics, thrugh the stedy of systems of ondinary
differential equations. For the deseriptbon of systems with very many
pariiches, an wntimely d&fferent technique was used, namely, the metbeod
of Matistioal mechanies. In this latter appeoach, one does not eoncen-
trate on the individual particlss hut studies the properibes of st of
particles. In pure mathemntics sn intensive stody of the properties of
sets of points was the mehject of & new field. This Is the so-cslled theory
of sels, Lhe basse theory of infegralion, and the twentieth cenfury de-
wvelopment of the theory of probahilitics peepared the formal appartes
for the use of pach models in theorvtical phiysies, l.o,, descripiicn of
properties of aggrogates of points miber than of individual points snd
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Image Source:
http://www.manhattanprojectvoices.org/or
al-histories/nicholas-metropolis-interview
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B8 34,140 cits (26.3.2017)- 37,202 (10.4.2018) — 41,751 (22.4.2020)

¥

=
o
-

s 5

8 12,08110.4.2018 - 10,624 26.03.2017 - 14,798 as of 22.4.2020 < HEAl
Bremuivida (P9, BT, L. BT L)
Frisivd in Grosi Briadn
Monte Carlo sampling methods using Markow
chains and their applications
Dy W. K. HARTINGS
Lmiversity of Toronka
BUMMARY
A tion of the pling mathod i duced by Metropolis of al, [1D83) is pre-

L. INTREDUCTION

For numerical problems in o largs sumber of dimensd

Eallows,
(i) 1 puosaibile, fa the distribistion ister the jred

mwlmhﬂunmlmnfﬂwnhmtm techniquea of applisation and
mubncl:nm!nﬁfﬂm]r}uaf“nglhwuﬂmuﬂuh—lmmI\.u.mph-nllh-
methoda, inchuding the g of ramdom orthogonsl matrioes and potestisl applies:
R of the methods o numerical problems arising is stabistics, sre discussed.

Blonte Carlo methods sre often
| methigle Huwever, impilementation of the
Monte Carlo methods requires smpling from high dimensional prebability distreibations
andthis Ml_'rbawm IM‘IP'P‘NII‘I analyzis and computer time, General methods
ffor g from, or e with respoct to, msch distributbons ame o

Hastings, W. K. 1970. Monte Carlo sampling

methods using Markov chains and their
applications. Biometrika, 57, (1), 97-109.

distribrations from which samples sy ke obtaked.

lii} Ve importancs sampling, which may alss b+ used for varisnos redwction. That is. in

weder b evaluate the Integral

where pir] is & probability density funetion, instead of

1 = [fatpiaria = B0,

Fau wrne s B B Akl using the sstimate J, = Efie )8, we mlmd.nhlunﬂwnmﬂehm
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THE JOURMAL OF CHEMICAL FUYSESS

Equation of State Caleulati

VOLUME §1. MUMBER & FUME, 1#dd

Karwoiid Mussspoum, Asiowwy W. Roer

by Fast ing Mack

Sammsapr N, Kosmawore, avn Avepsss o Twaies,

aLrT,
Low Alames Soirmiils Laboralory, Loy Alsmen, Kew Merice
]

Formase Tuilen,® Defarimend of Phvics, Dmdeersily of Clivage, Chisags, Minss
(Mmviwnd Much &, 1LS)

[ P T By

e limg, rarhirars, e i oo v et aa repasiion o

u-umm-mm“hm The meeibod cornisin of o

mnlite] Mt Ciarbs b igrathins v

- Remdia dor the 1oo diameniioal gl

wyntaen b v Pty sl ] v L L Mo-llﬂ-l T LET T p— H--: Thsst h‘\lﬂ-ho-lhhd
e tha fron wobume eopuartion. ol wate and o 8 o ioem visal ookt erren

L INTRODUCTION

IE purpose of this paper i ta describe @ graceal
methol, sitable fof last dectnonk :|-||'||.q

IL THE CENERAL METHOD FOR AN ARMITRLEY
FOTEATIAL RETWEEN TWE PARTICLES

I arcber din pesbuscs the: problens b & feasibde sist foe

mnhu-rl,n.l'\.-l-\.ul-llﬂq.lh' et al vy st
whick may be comidered a8 compesal ol interatiog
ndividuil malsubs Cloakal statsibes & asmmed,
anly two-bidy forcs afe coniidersd, and the paresaial
Brld of 2 molecele i amused ipbevically (ymsetii.
These s Bhe ysgal smemplions made is theories of
Bequids. Zubject o the above assumptions, e mei bod
b wnt. retrkc ] 10 aay range of temperator or density,
This pageer will abie present resslns of a proiminany two-
dirnpmmal caliulithon for 1he vigid sphase opifem.
Work on the fwoudimenshonal case with & Lenmand.
Jenes potential s by peopres s will be veporied in s
luter paper. Alsa, the peohbem in thiee dimemdons &
Reing imveriganed

* W gl b Wnslistion Ladruiary af the Usdvonsiny of Cale
bornin, Livarmons, Calinmis.

Ik, wr san, ol souner, consider only a finise
ramber of parihchs, This ramber .V muy be oy high aa
wevorald Bundred, Cras sywiom coradsts of & squaref con-
taizing ¥ particle. In order 8o mmimise e sclace
efleeis we mippeae b compleie s baisnee o be pevisdic,
rarminling ol many wieh wuane, mch upame contin,
i N partiles in the same configurstion. Thes we
detlrer g, 1hee rlnlmums dlstance bereesa panicles 4
and B, 4 the ibericn distanes betwees 4 dnd asy ol
e partieda N, of which there B one i mch of the
wpuarm which comprae thr sompbi wintance [ wr
bave & potmiiad which fall off mpklly kb daarce,
Ehire will ba af raceit o ol the Sitasced A8 which
can mke & el oevrbenion; benoe we moed
cordor only the mininum distame dus.

fWe will sar the Twodinemaioas] nomemcliiey brer sinor
b ot 1 vismakne, The 491 rimeos 80 Lhiod dimnakan. | ol

Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H. & Teller, E. 1953. Equation of State Calculations
by Fast Computing Machines. The Journal of Chemical Physics, 21, (6), 1087-1092, doi:10.1063/1.1699114.
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B8 so what is the MH-algorithm doing ?

94 2020 health Al 04
s HEAL

Barber, D. 2012. Bayesian reasoning
and machine learning, Cambridge,

Cambridge University

1: Choose a starting point x'.

2 fori=2to L do

sample =™ from the proposal q{+"|«/=1),

Gl = [l pramily

- ,r-ﬂ""‘

draw a random value « uniformly from the unit interval [0, 1].

o — grand

3 Draw a candidate
4 Let o = -'l'{-*“'"‘l_-'I_ =T
5 if @ = 1 then «'
6 else

T

& if 1 < a then
9 else

10 o ==
11: end if

12: end if

13 end for

human-centered.ai (Holzinger Group)
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Bl What is importance sampling in general ?

= Importance sampling is a technique to
approximate averages with respect to an
intractable distribution p(x).

= The term ‘sampling’ is arguably a misnomer
since the method does not attempt to draw
samples from p(x).

= Rather the method draws samples from a
simpler importance distribution q(x) and then
reweights them

= such that averages with respect to p(x) can be
approximated using the samples from q(x).
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8 How to learn modular structures from Network Data ? < HCAI

@8 Why is Gibbs Sampling important ? N

-4
Patmh Clade
& =

Elham Azizi, Edoardo M. Airoldi & James E. Galagan. Learning Modular Structures from Network Data and Node
Variables. In: Xing, Eric P. & Jebara, Tony, eds. Proceedings of the 31st International Conference on Machine Learning
(ICML), 2014 Beijing. JMLR, 1440-1448.
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® The Gibbs Sampler is an
interesting special case of MH:

-
0~
B il

PSIi
Image Source: Peter Mueller,

Anderson Cancer Center
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Bl Graphical Model e HCAI

K \R; J

Elham Azizi, Edoardo M. Airoldi & James E. Galagan. Learning Modular Structures from Network Data and Node
Variables. In: Xing, Eric P. & Jebara, Tony, eds. Proceedings of the 31st International Conference on Machine Learning
(ICML), 2014 Beijing. JMLR, 1440-1448.
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m Myobacterium tuberculosis Gene Regulatory Network

8 How can you estimate the parameters using RIMCMC ? < HCAI
Algorithm 1 RIMCMC for samipling parameters E '
Inputs: § .
Nede Variables Diata X < 0
Metwork Data B " - g " S
for iterations § = 1 to J do K N F
Sample AV given AV using Alg 2 in (Axizi etal., * e g s iy "‘i
2014) o aman ) 00
Sample SUH given SUT psing Alg 3 in(Azizi etal, " = -y '
2014) Varal “toatans.
for modules k= 1 to &' da = T l" T |"|n|'[ e ]
Propose |.":__J_I'I . ..'l."-:.u'iﬂ. I . 1 -
Accept with probability P update £U+8 —
Tor parents r = 1 o i do -
Propose :IU_I } e ..\"I::lbl. I mecept with P, ——
?UPOM.‘ AU ALY ) accept with
ek
end Tor 2
end for H
Tor condition ¢ = 1 o " da é
Propose prt o " e AP 1) accept with P, 1
Propose 1.'“""" Ee ."t'[":r."':"". I'); accept with F,,,, = ——— Intagratec] mosdel
t."d fhl e
cnd for o
82 [ [13 [T} 1

Vabus Ponien Fate
Arirl, E., Adroldi, E. M. & Galagan, J. E 3014, Learning Modular Structures from Network Data and Node Variables.
Procesdings of the 31t International Conference on Machine Learming (FOML). Beijing: IMLRE. 1440-1448
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B8 An alternative approach e HEAI

Cerng Evpreesions
TH-leene |mirrsciban
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Azizi, E., Airoldi, E. M. & Galagan, J. E. 2014. Learning Modular Structures from Network Data and Node Variables.
Proceedings of the 31st International Conference on Machine Learning (ICML). Beijing: JMLR. 1440-1448.
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m Discrete time modelling of disease incidence time series by MCMC 3.
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Henao, R., Lu, J. T, Lucas, J. E., Ferranti, J. & Carin, L. 2016. Electronic health record analysis via deep
poisson factor models. Journal of Machine Learning Research JMLR, 17, 1-32.
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Modeling of Dispuse Incsoonoe Time Senes 583
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Alexander Morton & Barbel F. Finkenstddt 2005. Discrete time modelling of disease incidence time series by
using Markov chain Monte Carlo methods. Journal of the Royal Statistical Society: Series C (Applied Statistics),
54, (3), 575-594, doi:10.1111/j.1467-9876.2005.05366.x
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il Discrete-time stochastic epidemic model of COVID-19

i

o b e s et s sl e B ey i

571 b e ety cul e v s e ks skt mb B o n S el e ke
bt bt gy e by

o e i b —
e e
BT R T AR P P

FHE AR

B LT e — Death
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Byat)
Sha He, Sanyi Tang & Libin - (1 —q)fy {£) Bult) | Hysl)
Rong 2020. A discrete S(t) | ——| E®) = | I(£) = | R(t)

stochastic model of the

COVID-19 outbreak:

Forecast and control.

Journal of Mathematical fulh) Myyie) Pt} (A 13]
Biosciences & Engineering, £ ] bt
17, (4), 2792-2804, . - — By t) 7——
doi:10.3934/mbe.2020153 _gq [E] | [;'q (£) | ——| H[;]
https://www.aimspress.co e 4 - - -
m/MBE/2020/4/2792 L i i :'J

. N T
(Online open available) Quarantine

Death

o
LABy (1), Bya(n), Bay(1), Bay(r), Baalr), Buale), By (1), Bsy (1), By (1), Be: (1)) = I 1,&.,,1 B,(nl)
(= 1]
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B8 Book recommendations

listic
min
. BAYESIAN
METHODS
Hackers
Avi Pfeffer 2016. Cameron Davidson-Pilon 2015. Fabrizio _R|gu22| 2018.
. I Bayesian methods for hackers: Foundations of
Practical probabilistic I . - .

. probabilistic programming and Probabilistic Logic
programming, Shelter o . . .
Island (NY), Manning Bayesian inference, Addison- Programming, River

! ’ Wesley Professional. Publishers.

Arnaud N. Fadja & Fabrizio Riguzzi 2017. Probabilistic Logic Programming in Action. In: Holzinger, Andreas, Goebel,

Randy, Ferri, Massimo & Palade, Vasile (eds.) Towards Integrative Machine Learning and Knowledge Extraction:
BIRS Workshop, Banff, AB, Canada, July 24-26, 2015, Revised Selected Papers. Cham: Springer, pp. 89-116,
doi:10.1007/978-3-319-69775-8_5.
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2 HEAl
06 Probabilistic
Programming
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B8 so, what is probabilistic programming ? e HEA)

Probabilistic thinking is a valuable tool for
decision making

Overcoming uncertainties is the huge success
currently in machine learning (and for Al ;-)

Probabilistic reasoning is a versatile tool

PPLs are domain specific languages that use
probabilistic models and the methods to make
inferences in those models

The “magic” is in combining “probability
methods” with “representational power”
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il Probabilistic-programming.org = HEAl B8 Medical Example = HEAl
= C — Probabilistic-C Sy fsee] _— :
. Sca Ia % Figa ro . LRDUANNCES IMD'e o pidiccum X fan lor ouAcome Y
T PAIT.X )= P(AIT.Y) 2
= Scheme — Church AN §
= Excel — Tabular il R, i e e e qa:
* Prolog — Problog il s ST M
. A PlD1a)|ple
= Javascript — webPP P10} —F‘DL‘;"}}'}FW P(61D)= -—{--—;{%
| ﬁ 6 R L et L] gy
— Venture PYM c 3 e eyan i, I — _
L L
= Python »> PyMC e =
PYMGCothonic Markov chain Monre Ca . Horp)-ERILEE]  pigp)- PI0)-PO) ool
R e T P(D)
Image Source: Dan Williams, Life Technologies, Austin TX
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B8 Whenis a cup a cup? (When is a cat a cat?) N

I
l
I
l

= Bruner, Goodnow, and Austin

(1956) published “A Study of \%@@' Gf@
Thinking”, which became a 4 j rT
. o landmark in cognitive science 7 !
DIgI'ESSIOn on and has much influence on \J [T \
. machine learning. f:aa g =
conce pt Lea ni ng = Rule-Based Categories U I &

= A concept specifies conditions for
membership

Jerome S. Bruner, Jacqueline J. Goodnow & George A. Austin 1986. A Study of Thinking, Transaction Books.
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Concept learning = HCAl How can we model basic cognitive capacities as intuitive Bayes ? « HCA|

= which is highly relevant for ML research,

concerns the factors that determine the E | APrncipies ..
subjective difficulty of concepts: Aostract domai priciies

= Why are some concepts psychologically ASwuchse | Princiies)
extremely simple and easy to learn, S P ———

= while others seem to be extremely difficult, FIDwa | Stcaure)
complex, or even incoherent? Gservatie data

" These questions have been studied since the P(x|h. TYP(K|T)

1960s but are still unanswered ... P(hix,T) = S ven PR, TP(RT)

Feldman, J. 2000. M.inimization of Boolean complexity in human concept learning. Nature, 407, Joshua B. Tenenbaum, Thomas L. Griffiths & Charles Kemp 2006. Theory-based Bayesian models of inductive
(6804), 630-633, doi:10.1038/35036586. learning and reasoning. Trends in cognitive sciences, 10, (7), 309-318, doi:10.1016/j.tics.2006.05.009.
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How does our mind get so much out of it ? Learning words for objects — concepts from examples = HCAl
QuaxIi QuaxIi

Quaxl|

Salakhutdinov, R., Tenenbaum, J. & Torralba, A. 2012. One-shot learning with a hierarchical

. . . . Salakhutdinov, R., Tenenbaum, J. & Torralba, A. 2012. One-shot learning with a hierarchical nonparametric
nonparametric Bayesian model. Journal of Machine Learning Research, 27, 195-207.

Bayesian model. Journal of Machine Learning Research, 27, 195-207.
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8 How do we understand our world ?
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Tenenbaum, J. B., Kemp, C., Griffiths, T. L. & Goodman, N. D. 2011. How to grow a mind:
Statistics, structure, and abstraction. Science, 331, (6022), 1279-1285.
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B8 What s the difference between deduction, induction, abduction? & HCAI

@l What s probabilistic program induction ? e HEA)

= Deductive Reasoning = Hypothesis > Observations > Logical
Conclusions (general — specific — proven correctness)
= DANGER: Hypothesis must be correct! DR defines whether the truth of a
conclusion can be determined for that rule, based on the truth of
premises: A=B, B=C, therefore A=C
= Inductive reasoning = makes broad generalizations from specific
observations (specific — general — not proven correctness)
= DANGER: allows a conclusion to be false if the premises are true
= generate hypotheses and use DR for answering specific questions

= Abductive reasoning = inference = to get the best explanation
from an incomplete set of preconditions.

= Given a true conclusion and a rule, it attempts to select some possible
premises that, if true also, may support the conclusion, though not
uniquely.

= Example: "When it rains, the grass gets wet. The grass is wet. Therefore, it
might have rained." This kind of reasoning can be used to develop a
hypothesis, which in turn can be tested by additional reasoning or data.
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Brenden M. Lake, Ruslan Salakhutdinov & Joshua B. Tenenbaum 2015. Human-level concept learning
through probabilistic program induction. Science, 350, (6266), 1332-1338, doi:10.1126/science.aab3050.
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@8 Drawn by Human or Machine Learning Algorithm ?
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Brenden M. Lake, Ruslan Salakhutdinov & Joshua B. Tenenbaum 2015. Human-level concept learning
through probabilistic program induction. Science, 350, (6266), 1332-1338, doi:10.1126/science.aab3050.
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Bl What can a Bayesian program learning (BPL) framework do ? & HCAl B8 What can we do with graphical models ? & HCAl
A B Principles Classes: (R, D, S} (Risks, Diseases, Symploms) | Clssses (0.5
| GRS | & ﬁlL.-" A 5 == D ‘{ bt | Causallaws:R =0, D-»= §
Procedurs BESERATET e I
/-I\ A d/\ = Samysle numbed of parky L A,
Bot = 1 s 0 T_/ ,."’<.-f
i} mali-pae ::]-.D 1 |_| iy = ‘Sampie nambes of sb-parns P e Y . T
» ! ' 3 bor =1 .. 5 80 Structure o L S, Li::)/"’“l'r
\uff J ‘J' 1 1 1 “h' 00000 - Gapks g BGUANCE .', .. "fa—.fff-‘—
i 3 _l i O | = My e | B ) » Sampis relirion LSS L L R
> gk i et s s
W [m 01 F) T e Clagasa: (Ch
) abpecd _\"' & i \‘ﬂ P relurn PO rnATE TomEs|v) REten progrum 3 g < E S g;' :"t::: ||I: C==C
Tegiale [ y— T —— wemchat ot it | H gg'g&g 3
L R 5 - . Bl e e ae—————. EREgi ¢ ;
L ~ES 59 — — —
— : A ‘/\ |procedure GEsEnATEToREN | ES 2 g 3 § {__'_,Jf_d;{}“_ __‘_ﬁh '*"\
. N for - |t 88522 & J"Fil'.-”r;!f‘ 5
¥ ot Acd Mo vananca SXEE B [ — L 1
¥\ susmplary 31_,51: 3]:‘, 1.?_}. -E- ,L* | L= e = §5§§§n 3 ,L_\__,I_h__,-’”_. -
Sample parts s locion ﬂiﬂ‘?g’-;w‘§ "/1’74/" !
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e A » Samgie @ ransionm §5.§E§3g g
h -E h rL rl_, P o fimapres, gim) + Bl senagun
Patient 1: Stressful lifestyle Pt ]
Data Chest Pain Cavianl wwa, D= H.5-= 5§
Patient 2: Smoking e
Brenden M. Lake, Ruslan Salakhutdinov & Joshua B. Tenenbaum 2015. Human-level concept learning Coughing e il e v+ -l
through probabilistic program induction. Science, 350, (6266), 1332-1338, doi:10.1126/science.aab3050. Patient 3: Working in factory ___L_/:_'_c-; :1
Chest Pain =il e
sle’s s
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B Does a relationship exist? If yes ... how strong? & HCAI & HCAI

@0 @
A" -

= Cognition as probabilistic inference
= Visual perception, language acquisition, motor learning,

associative learning, memory, attention, categorization,

reasoning, causal inference, decision making, 44‘? s

theory of mind 1’\% i <
= Learning concepts from examples pm 2
» Learning causation from correlation h k l
= Learning and applying intuitive theories a n yo u °

(balancing complexity vs. fit)
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