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l The Three Waves of Al

* 1st Wave: Focus on explicit representation of knowledge
- Powerful algorithms with provable characteristics

- But: A large amount of human knowledge is implicit, i.e. not available to
inspection and verbalisation (Polyani's Paradox)

* 2nd Wave: Focus on data-intensive machine learning

- Impressive results, e.g. for image classification (mostly implicit
perceptual knowledge)

- But: high demands on amount and quality of data (“garbage in garbage
out”)

- Labeling of training data in specialized domains demands high expertise
(medical diagnostics, quality control)
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Data Engineering Bottleneck - the next Al
winter?

NATURAL L ANGUAGE PROCESSING

The ‘Invisible’, Often Unhappy Workforce
That’s Deciding the Future of Al

{ﬁ;f ) g )

Nuremberg Funnel, 1910
https://de.wikipedia.org/
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Polanyi’s Revenge

3rd Wave of Al: XAl
‘ But also:

* Hybrid approaches

* Interactive ML

"Human, grant me the serenity to
accept the things | cannot learn,
data to learn the things | can, and
wisdom to know the difference."

(Subbarao Kambhampati, Communications of the ACM, February 2021)

22/08/22
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Recent advances have made Al
synonymous with learning from
massive amounts of data, even in
tasks for which we do have
explicit theories and hard-won
causal knowledge!

Knowledge is injected in deep
learning through architectural
biases and carefully
manufactured examples
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Machine Learning System

3rd Wave of Al: Explainable AI (XAI)
Hybrid, explanatory, interactive, human-centric

° e Cat adapt
S N ‘@ o
N T TR A Knowledge Representation
@ b : 22 @ o (deductive) Inference
@ @
inform
This is a cat:

+ [t has fur, whiskers, and claws.
+ It has this feature:

) ’ P
'-'3\, oy

This is a cat.

i W [ v‘i

Current Explanation XAl Explanation

David Gunning, IJCAI 2016

http://www.darpa.mil/program/explainable-artificial-intelligence
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System Proposition
+

Explanation

Al System
(learned model)

Correction of Proposition
+

Correction of Explanation

Human
(explicit knowledge)

Data
+
(inductive) Learning

Human
(in the loop)
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Pioneer of Interactive Machine Learnmg

WAIBERTA  Success Example: Towards Human-level in medical Al

Andreas Holzinger BT E—— e

Human-Centered Al Lab, University of Natural Resources and Life Sciences, Vienna, Austria k@ T e mrama ga e s

Bestatigte E-Mail-Adresse bei boku.ac.at - Startseite e gtf - - it 1 « 0[ 3 l é‘(-,i 3

Human-Centered Al Explainable-Al interactive Machine Learning Decision Support trustworthy Al = 'E . s enogins i ﬂ_u -
e B o L e

Kevin Faust, Sudarshan Bala, Randy Van Ommeren, Alessia Portante, Raniah Al
Qawahmed, Uglesa Djuric & Phedias Diamandis (2019). Intelligent feature
engineering and ontological mapping of brain tumour histomorphologies by
deep learning. Nature Mochine Intelligence. 1, (7). 316-321
@0i10.1038/542256-019-0068-6,

ARTIKEL  ZITIERT VON OFFENTLICHER ZUGRIFF KOAUTOREN

TITEL ZITIERT VON
13 Simosyan, K. & Zisserman, A. Very deep conve -Iunnul m-‘mm
lange-scale image recognition. Preprint at hity//arx 4091556 (2014)
14. Holznger, A. et al. Causability and explainabilty of artical b wmiclligence in
medicine. WIRES Data Min. Knowl. Discov. 9, €1312 (2019),
15. Duoshi-Vele, F. & Kim, B. Towards # rigoroas scienc of imterpretable
machine lcarning, Preprint at hetp//arsiv.org/shs/ 1 702 (S608(017)
16 Samek. W, Wicgand, T & Maller, K-R. Faplanable artifcial imcllsgence:
| usdersunding. visualizing and ieroreting dees learnine modeds.

Usability engineering methods for software developers 1314
A Holzinger
Communications of the ACM 48 (1), 71-74

Successful implementation of user-centered game based learning in higher education: An example from 891 2007
civil engineering

M Ebner, A Holzinger

Computers & education 49 (3), 673-890

Interactive machine learning for health informatics: when do we need the human-in-the-loop? 675 2016

In the medical domain

Brain Informatics 3 (2), 119-131

Causability and explainability of artificial intelligence in medicine 584 2019
A Holzinger, G Langs, H Denk, K Zatloukal, H Maller
Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery 9 (4 ...

What do we need to build explainable Al systems for the medical domain? 556 2017
A Holzinger, C Biemann, CS Pattichis, DB Kell
arXiv preprint arxiv:1712.09923
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Pioneer of Interactive Machine Learning

Network module detection from multi-modal node features with a greedy decision
forest for actionable explainable Al

B Pfeifer, A Saranti, A Holzinger - arXiv preprint arxXiv:2108.11674, 2021 - arxiv.org

Metwork-based algorithms are used in most domains of research and industry in a wide

variety of applications and are of great practical use. In this work, we demonstrate subnetwork ...

77 Speichern DY Zitieren Zitiert von: 4 Ahnliche Artikel Alle 4 Versionen %

Federated Random Forests can improve local performance of predictive models
for various healthcare applications
..., I Frisch, O Zolotareva, A Holzinger... - ..., 2022 - academic.oup.com

Mativation Limited data access has hindered the field of precision medicine from exploring
its full potential, eg concerning machine learning and privacy and data protection rules. Cur ...

17 Speichern Y9 Zitieren Ahnliche Artikel Alle 5 Versionen

eoF] Digital Transformation in Smart Farm and Forest Operations Needs Human-
Centered Al: Challenges and Future Directions

A Holzinger, A Saranti, A Angerschmid, CO Retziaff... - Sensors, 2022 - mdpi.com

The main impetus for the global efforts toward the current digital transformation in almost all

areas of our daily lives is due to the great successes of artificial intelligence (Al), and in ...

v Speichern U9 Zitieren Zitiert von: 3 Ahnliche Artikel Alle 11 Versionen 9%

Machine Learning and Knowledge Exiraction to Support Work Safety for Smart
Forest Operations
..., A Nothdurft, P Kieseberg, A Holzinger... - ... -Domain Conference for ..., 2022 - Springer

... Random Forest. A random forest was also trained in a way similar to the decision tree as far
as ... Random forests are not considered interpretable, but have generally better performance ...
7r Speichern 99 Zitieren

Biodiversity of Klebsormidium (Streptophyta) from alpine biological soil crusts
(Alps, Tyrol, Austria, and ltaly)
T Mikhailyuk, K Glaser, A Holzinger... - Journal of ..., 2015 - Wiley Online Library

... (=1 800 m above sea level: asl)in the pine-forest zone. Strains of clades B/C. D. and F ... soil

[PDF] arxiv.org

[HTML] Oup.com

[PDF] mdpi.com

[PDF] wiley.com

For smart farm
and
forest operations
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Predictive Accuracy & Comprehensibility

PERSPECTIVE

nature

machine intelligence

https://doi.org/10.1038/542256-019-0048-x

Stop explaining black box machine learning
models for high stakes decisions and use
interpretable models instead

Cynthia Rudin
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l Inductive Logic Programming (ILP)

> Training examples, background knowledge, learned models are all

represented as Horn clauses

Gulwani, Hernandez-Orallo,
Kitzelmann, Muggleton,
Schmid, Zorn, Inductive
Programming meets the real
world, CACM 58(11), 2015

22/08/22

COMMUNICATIONS
“ACM

Information
Cartography
-

20

Machine
Learning

July 2018, Volume 107, Issue 7, pp 1119-1140 | Cite as

Ultra-Strong Machine Learning:
comprehensibility of programs learned with ILP

Machine Learnin

Authors Authors and affiliations

Stephen H. Muggleton . Ute Schmid, Christina Zeller, Alireza Tamaddoni-Nezhad, Tarek Besold
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l Example Family Tree

22/08/22

Family Tree

Alice
Bill

% Examples

grandparent (matilda,megan) .
grandparent (matilda,harry) .
grandparent (jake,susan) .

father(bill,ted).

father(bill,megan) .

Bob % Background Knowledge
Jill father(jake,bill). mother(matilda,bill).
Jed Jane father(jake,john). mother(matilda,john).

mother(alice, jill).
mother(alice,ted).

Jake// Megan father(john,harry). mother(alice,megan).
ﬁﬁﬂﬂda father(john,susan). mother(mary,harry).
Liz father(ted,bob). mother (mary,susan) .
Joh1 Harry father(ted, jane) . mother (mary,andy) .
father(harry,san). mother(jill,bob).
Susan father(harry, jo) . mother(jill, jane).
mother(liz,san). mother(liz, jo).
Andy

not grandparent(megan,matilda).
not grandparent(jake,jake).
not grandparent(matila,alice).

% Learned hypothesis (parent can be background theory or invented)
grandparent(X,Y) :- parent(X, Z), parent(Z,Y).

parent(X,Y) :- father(X,Y).

parent(X,Y) :- mother(X,Y).

HCAI Symposium 2022
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ILP Algorithms

Given a tuple (B, E™, E~) where:

o B denotes background knowledge
o ET denotes positive examples of the concept
o E~ denotes negative examples of the concept
An ILP algorithm returns a hypothesis H € H such that:
Vee ET,HUBF e (i.e. His complete)
Vee ET,HUB /e (i.e. His consistent)

@ FOIL (Quinlan, 1990): Generate-and-test, sequential covering
(ID3, C4.5, simulteneous covering by the same author)

@ Golem, Progol, Aleph, Metagol (Muggleton, since 1990ies): learning from entailment in
different variants

O Igor (Kitzelmann & Schmid, JMLR 2006; Schmid & Kitzelmann, CSR 2011): Inductive
(functional) programming

@ ProbLog (de Raedt, 2007): combining logical and statistical learning

22/08/22 HCAI Symposium 2022
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Neuro-symbolic Integration

o Many recent approaches (de Raedt et al., [JCAI 2020 Survey)
o Combining learning for perceptual domains and interpretable ML
o Blackbox classifiers as sensors, whitebox classifieres as surrogate

models
Scan
image patch hidden layer 1 hidden layer 2 final layer
1 layer 4 feature maps 8 feature maps 4 class units
36x36 28x28 14x14 10x10 5x5 Tumor class
ptl
pta
7 f ! f
convolution max convolution max convolution
(kernel: 9x9x1) pooling (kernel: S5x5x4) pooling  (kernel: 5x5x8)
Spatial relations: Sub-concepts:
touches (X, Y) tumorTissue (areal)
disjoint (X, Y) fatTissue (area2)

Model:

- pT3 (A) :— contains_tissue(A,B),
is_tumor(B),is_fat(C),
touches (B, C.

22/08/22 HCAI Symposium 2022 12726




Picasso Faces

Table 1.
Results for ensemble embeddings with set IoU (sloU), mean cosine distance
to the runs (Cos.d.), and index of conv layer or block (L) (cf. Fig. 3).

L sloU Cos.d. L sloU Cos.d. L sloU Cos.d.

NoseE 2 0.228 0.040 NoseE 7 0.332 0.104 Nose 6 0.264 0.017
MOUTH 2 0.239 0.040 MOUTH 6 0.296 0.154 MOUTH 5 0.237 0.020
EYES 2 0.272 0.058 EYES 6 0.350 0.197 EYES T 0.302 0.020

Fig. 4. Arch. Accuracy F1 Distinct rule part
Ensemble embedding outputs of NOSE (green), MOUTH (blue), EYES (red).

AlexNet
G16
ResNeXt

VG

VN

VGG16

Table 2.

Learned rules for different architectures and their fidelity scores (accuracy
and F1 score wrt. to the original model predictions). Learned rules are of
common form face(F):- contains(F, A), isa(A, nose), contains(F,
B), isa(B, mouth), distinctPart

AlexNet

(Color figure online) VGG16 99.60% 99.60% top_of(A, B), contains(F, C), top_of(cC,
A)
AlexNet 99.05% 99.04% contains(F, C), left_of(C, A), top_of(C,

B), top_of(C, A)

ResNext 99.75% 99.75% top_of(A, B), contains(F, C), top_of(C,
A)

Rabold, Schwalbe, Schmid, Expressive Explanations of DNNs by Combining Concept Analysis with ILP, KI 2020
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l Ultra-Strong Machine Learning
Michie (1988):

* Weak ML: machine learner produces improved predictive
performance with increasing amounts of data

* Strong ML: additionally requires the learning system to provide
its hypotheses in symbolic form (interpretable machine learning,
e.g. Rudin, Nature ML, 2019)

* Ultra-strong ML: extends the strong criterion by requiring the
learner to teach the hypothesis to a human, whose performance
is consequently increased to a level beyond that of the human
studying the training data alone

22/08/22 HCAI Symposium 2022 14/ 26



l Human-AI Partnerships

* Keeping humans in-the-loop is not only ethical
- Transparence of Al decision making (white box)
— Appreciation of human labor
* But also practical and necessary
- Providing explicit knowlege which contraints ML
- Correcting model decisions for model adaptation

(combining strengths of humans and Al methods)

22/08/22 HCAI Symposium 2022 15726



l Example 1: Decision Making in Medicine

Activities [ LearnWithME-v1.py Mi 10:28

CogSys Companion - LearnWithME - version 09/2019

Clause-Level-Constraints

@svs =8

GEFOROERT VOM @ Bundesministerium
fiir Bildung

=
] TraMeExCo
= und Forschung
All examples (labeled as learned by a CNN) Positive examples Negative examples
m‘ Label Example Facts Label Example Facts Label Facts
}ipT3 scan0523 Backgr... 1lgesund scan0502 Backgr...
é ngTs scan0569 Backgr... 2gesund  scan0506 Backgr...
3pT3 scan0538 Backgr...
g 4pT3 scan0562 Backgr...
Covered negative examples
First rule: No examples covered.
pT3(scan0523)
PpT3(scan0569;
Second rule:
Learn and show model | pT3(scan0562
PpT3(scan0538;
Learned model Constraint history
Ascan is classified as pT3 if a scan A contains a tissue B
and B is a tumor and B touches C and C is fat.
Rule:
PT3(A) :- B touches C and C is fascia
contains_tissue(A,B), is_tumor(B), touches(B,C),
is_fat(C).
Ascan is classified as pT3 if a scan A contains a tissue B H U M A N PA RT N E R S | M E D I CAL
and B is a tumor and B touches C and C is muscle. - \musl not occur in explanation > g

ARTIFICIAL ' L E

Schmid, U., & Finzel, B. (2020). Mutual
explanations for cooperative decision making in
medicine. KI-Kunstliche Intelligenz, 34(2), 227-233.

Association for the Advancen
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angeschaffte Drohne von den Projektleitern und Andreas Starke (3.
v.li.) der Offentlichkeit vorgestellt. Foto: Stadtarchiv Bamberg, Sina Schraudner

Frankischer Tag, 13.08.2022

22/08/22 HCAI Symposium 2022

cooperative project of the City
of Bamberg and the University
of Bamberg
improve the care of city trees
and wooded areas
a fixed-wing drone gathers
RGB, multispectral, and
thermal data, which are
evaluated with different Al
approaches
support city arborists and
foresters via a web application
Human-in-the-loop ML:
continuously enhances and
expands the database
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l Example 2: Deleting Irrelevant Files/Data

hd Dare2Del = e
Name Change Date Size Which of these files shall be deleted?
familyPL.png 2018-08-11 15:20:42 42 KB e ) y
7 ILP.png 2018-09-11 17:00:18 181 KB | /Projects/Paris20...(Gantt).pdf
I:EJ KI_Conference_v3.pptx 2018-09-11 08:37:08 1,5 MB i | /Projects/Paris2...60305_Notes.docx SChmid, U. (2021)- Interactlve Iearning
5 2017-03-27 21:39:38 I KB ? | /Presentations/B...nference_v3.pptx H H H H
- @ cogsys-logo.png with mutual explanations in relational
e screenshot.png 2018-09-22 21:49:01 171K8 2 | /GroupMeetings/...03052016-V3.txt . .
M @Fresentaticns =5 2 s doma|nS. In. S. Muggleton and N.
|§J KI_Conference final.pptx  2018-09-11 22:02:54 2,3 MB ? | /Guidelines/Inter...Reports_v2.pdf . .
> B3 Kartsruhe2010 } . Chater, Human-like Machine
» : ( R ) - .
(= Beriin2011 File KI Conference v3.pptx may be Intelllgence’ Chap 17 338 354’ OUP
deleted because
" B Dresden2015
+ file KI Conference final.pptx
» & R is in the same directory,
+ files KI Conference v3.pptx
H &Saarbruckenzmz and KI Conference final.pptx
are very similar,
»
&Stuttgartzom « files KI Conference v3.pptx
3 and KI Conference final.pptx
B Berlin2018 start with (at least) 5 identical
characters, and
»
&Dartmundml? + file KI Conference final.pptx
» is newer than file INTEMTIONAL FORGETTING
BKUb\EanOlS KI Conference v3.pptx . =m ORGANISATIONEM
L]
* (7= Bamberg2020

DF Deutsche
Forschungsgemeinschaft
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@

Goal: Visual rec and verbal

@ [ Superpixel Partitioning ]

Visual Detection & Masking of Defects

CNN-based detection of 4 potential defects:

a) Small defect at inner rim of round-ish shape.
b) Large defect at outer rim of round shape.

o) Large defect at outer rim of elongated shape.
d) Medium defect at outer rim of round shape.

[ Translation to Prolog ] 5.

@L *teanaannsc”

®

Inductive Logic Programming Representation

Translation of superpixel properties to logical facts,
= . defective(A) :-
has_hps (A,B),

Training of defective() :-

ILP Theory

by Q.-
“Man_in.theA0C:
ogical Horn Theory / Defect Rules

distance_from_center (8,C), num_leq(C,inner_rim),
eccentricity(8,D), num_leq(D,round).

total_volume(a,B), num_leq(tvel medium,B).

xample 3: Human-in-t
uality Control

ion of defects ®Verbalised Explanation
Classifier Classifier justification:
o decision: The component is classified as
k DEFECT defective, because it has a total
ML Model defective area of at least

am
Classification: defect

medium size

Explanation Generation ﬁ

Classification & Justification

Justification: total_volume(cast_6858,wol large),
num_leq(tvol_medium, tvol_large)

T )4

Component A is defective, if it has
+ at least one defect B,

+ whose distance C is
center than the |

* its shape D is at most round

or
Component A s defective, if it has a
rea B of at least

me

defective(a) :-

22/08/22

has_hp (A,B), has_size(B,C), num_leq(vol_medium,C),
distance_from_center (B,D), num_leq(D,inner_rim).

or

Component A is defective, if it has
at least one defect B of at least
edium size located near the center

HCAI Symposium 2022

he-loop ML for
~ Fraunhofer

1S
C-Al

Muller, D., Marz, M., Scheele, S., &
Schmid, U. (2022). An Interactive
Explanatory Al System for Industrial
Quality Control. IAIA@AAIP 2022
preprint arXiv:2203.09181.

\|
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Explaining with Near Misses

Quality Control in Industrial Production

= Prototyp Nearest Hit Nearest Miss
CNN-Classifier (‘defect’) (‘defect'} (‘ok’)

‘defect’

Re-implementation of Kim, Khanna, Koyejo: Examples are not Enough — Learn to Criticize!

Criticism for Interpretability, NeurlPS 2016 .
Maximum mean

1 1 )
MMD?(X, Y) = xE Zxk(xl,xz) + v Zyk()/hyz) Slscrepancy
X120 € Noy2€ etween two
& distributions
xeX,yeY

(Fraunhofer 11S CAl, Herchenbach, Miiller, Scheele, Schmid: Explaining Image Classifications with Near Misses, Near Hits and
Prototypes — Supporting Domain Experts in Understanding Decision Boundaries, ICPRAI 2022)
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l Example 4: Interactive Root

Faulty part

R /. .. detected!
R s

, What" s its

root cause?

22/08/22
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Cause Detection
Task:

Detect root-causes of
faulty parts in the
production line of
electric vehicles

Scientific Contribution:

Combining path-based
link prediction method
for knowledge graphs
and human-in-the-loop
reinforcement learning
to detect root causes

KIProQua

>

Bayerisches Staatsministerium fur
Wirtschaft, Landesentwicklung und Energie 21 / 26



Example 4: Interactive Root Cause Detection

Human Feedback 2

Reward Estimators? Expresses
Iteratively learns to preferences over
reward according to root-cause paths.
human preferences
Predicted
Reward

Environment — Production
Knowledge Graph1 *

Reinforcement Learner! @nmamnasamnanen) : ';:_ AN
Creates ordering over possible i *&
Production :
paths from a faulty part to ; . SR, 5N
potential root-cause Observation process IS S
It modeled as a |}
I‘- e knowledge
) ction graph.
4.............................../'.";'.fi":E
Sponsoring and Project Partners:
1. Das, R., Dhuliawala, S., Zaheer, M., Vilnis, L.,
Durugkar, I., Krishnamurthy, A., Smola, A., McCallum, 2. Christiano, P.F., Leike, J., Brown,
A. (2017). Go for a walk and arrive at the answer: T., Martic, M., Legg, S., Amodei, D.:
Reasoning over knowledge bases with reinforcement (2017) Deep reinforcement
learning, In 6th Workshop on Automated Knowledge learning from human preferences. KI ProQua
Base Construction at NIPS 2017. vol. 30. Curran Associates, Inc.

Bayerisches Staatsministerium fir

22/08/22 HCAI Sym pOSIU m 2022 Wirtschaft, Landesentwicklung und Energie 22 / 26



l Example 5: Al in Education

* Predictive analytics - data-intensive, blackbox, danger of biases
(behavioristic perspective on human learning)

* Intelligent Tutor Systems: explanatory, hybrid

* For specialised domains such as medicine, quality control, or
farming and forest operations

- Explanations not (only) for MLOps but also for
* domain experts (allowed to correct models)

° novices - teaching

22/08/22 HCAI Symposium 2022 23/26



EXpIa natory Dialogs Multimodal explanations

to address specific
information needs

stage_t2(scan_0708) :- contains(scan_0708,tissue_1708), is_a(tissue_1708,tumor), invades(tissue_1708,tissue_3012), is_a(tissue_3012,muscle). ° Ve rb al f Or C O m p I e X
Explain why . . .
soan_ 0708 hasclass stage tascan 070, A\ [z omonn ] [mon s o relational information
12 e

label stage t2! W h ° (Vlsual) PrOtOtypeS

B h arent o I
parent of * Near miss examples

scan_0708
contains
tissue_1708 and
tissue_1708 isa
tumor and ...

- - - A4 . l Y Y .
contains(scan_0708,tissue_1708). ‘ is_a(tissue_1708,tumor). invades(tissue_1708 tissue_3012). ‘is_a(tisaue_am2,muscle).‘
Show me d intersects(tissue_1708.tissue_3012).| /@ l . ! S
tissue_1708! R { ‘ : i
e ¥ ' Explain further
- ‘a& why tissue_1708
R Lol o R 2 tissue_1708 invades
i intersects tissue_3012!
tissue_3012.

Figure 2: An explanatory tree for strage_t2(scan_0708), that can be queried by the user to get a local explanation why scan_0708
is labeled as T2 (steps A and B). A dialogue is realized by further requests, either to get more visual explanations in terms of
prototypes (step C) or to get more verbal explanations in a drill-down manner (step D).

22/08/22 HCAI Symposium 2022 24/ 26



l Take Away

Research on methods for Human-centred Al
for complex applications

* HCAI - 3rd wave of Al explainable and
corrigible/interactive and allows to incorporate human
knowledge

* Causality, of why an Al-decision has been made,
paving the way towards verifiable machine learning
and ethical responsible Al

HCAI

HUMAN-CENTERED.AI

* Adequate explanations and interaction interfaces A

require interdisciplinary cooperation GARY MARCUS
The Holzinger Group is one of the world’s leading and ERNEST DAVIS
experts on HCAI - All the best for you in Tulln!
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& HUMAN-CENTERED AL

The Holzinger Group
is one of the world‘s

leading experts on
HCAI

All the best
for you in
Tulln!

From the Bamberg CogSys Group
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