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The Three Waves of AI
● 1st Wave: Focus on explicit representation of knowledge

– Powerful algorithms with provable characteristics
– But: A large amount of human knowledge is implicit, i.e. not available to 

inspection and verbalisation (Polyani’s Paradox)
● 2nd Wave: Focus on data-intensive machine learning

– Impressive results, e.g. for image classification (mostly implicit 
perceptual knowledge)

– But: high demands on amount and quality of data (“garbage in garbage 
out”)

– Labeling of training data in specialized domains demands high expertise 
(medical diagnostics, quality control)
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Data Engineering Bottleneck – the next AI 
winter?

Nuremberg Funnel, 1910
https://de.wikipedia.org/ 

https://de.wikipedia.org/


22/08/22 HCAI Symposium 2022 4 / 26

Polanyi’s Revenge

(Subbarao Kambhampati, Communications of the ACM, February 2021)

"Human, grant me the serenity to 
accept the things I cannot learn, 
data to learn the things I can, and 
wisdom to know the di erence."ff

3rd Wave of AI: XAI

But also:

● Hybrid approaches
● Interactive ML

● Recent advances have made AI 
synonymous with learning from 
massive amounts of data, even in 
tasks for which we do have 
explicit theories and hard-won
causal knowledge!

● Knowledge is injected in deep 
learning through architectural 
biases and carefully 
manufactured examples
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3rd Wave of AI: Explainable AI (XAI)
Hybrid, explanatory, interactive, human-centric

David Gunning, IJCAI 2016
http://www.darpa.mil/program/explainable-artificial-intelligence 

http://www.darpa.mil/program/explainable-artificial-intelligence
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Pioneer of Interactive Machine Learning

In the medical domain
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Pioneer of Interactive Machine Learning
For smart farm 
and
forest operations
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Predictive Accuracy & Comprehensibility 
of Models/Decisions
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Inductive Logic Programming (ILP)
➔ Training examples, background knowledge, learned models are all 

represented as Horn clauses
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Example Family Tree
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ILP Algorithms
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Neuro-symbolic Integration
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Picasso Faces
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Ultra-Strong Machine Learning
Michie (1988):

● Weak ML: machine learner produces improved predictive 
performance with increasing amounts of data

● Strong ML: additionally requires the learning system to provide 
its hypotheses in symbolic form (interpretable machine learning, 
e.g. Rudin, Nature ML, 2019)

● Ultra-strong ML: extends the strong criterion by requiring the 
learner to teach the hypothesis to a human, whose performance 
is consequently increased to a level beyond that of the human 
studying the training data alone 
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Human-AI Partnerships

● Keeping humans in-the-loop is not only ethical
– Transparence of AI decision making (white box)
– Appreciation of human labor

● But also practical and necessary
– Providing explicit knowlege which contraints ML
– Correcting model decisions for model adaptation

(combining strengths of humans and AI methods)
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Example 1: Decision Making in Medicine

Schmid, U., & Finzel, B. (2020). Mutual 
explanations for cooperative decision making in 
medicine. KI-Künstliche Intelligenz, 34(2), 227-233.
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New Project BaKIM ● cooperative project of the City 
of Bamberg and the University 
of Bamberg

● improve the care of city trees 
and wooded areas 

● a fixed-wing drone gathers 
RGB, multispectral, and 
thermal data, which are 
evaluated with different AI 
approaches

● support city arborists and 
foresters via a web application 

● Human-in-the-loop ML:  
continuously enhances and 
expands the databaseFränkischer Tag, 13.08.2022
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Example 2: Deleting Irrelevant Files/Data

Schmid, U. (2021). Interactive  learning 
with mutual explanations in relational 
domains. In: S. Muggleton and N. 
Chater, Human-like Machine 
Intelligence,(chap.~17). 338-354, OUP. 
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Example 3: Human-in-the-loop ML for 
Quality Control

Müller, D., März, M., Scheele, S., & 
Schmid, U. (2022). An Interactive 
Explanatory AI System for Industrial 
Quality Control. IAIA@AAIP 2022 
preprint arXiv:2203.09181.
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Explaining with Near Misses

Maximum mean 
discrepancy 
between two 
distributions
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Example 4: Interactive Root Cause Detection
Task:
Detect root-causes of 
faulty parts in the 
production line of 
electric vehicles

Scientific Contribution:
Combining path-based 
link prediction method 
for knowledge graphs 
and human-in-the-loop 
reinforcement learning 
to detect root causes

KIProQua
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Example 4: Interactive Root Cause Detection

KIProQua

1. Das, R., Dhuliawala, S., Zaheer, M., Vilnis, L., 
Durugkar, I., Krishnamurthy, A., Smola, A., McCallum, 
A. (2017). Go for a walk and arrive at the answer: 
Reasoning over knowledge bases with reinforcement 
learning, In 6th Workshop on Automated Knowledge 
Base Construction at NIPS 2017. 

2. Christiano, P.F., Leike, J., Brown, 
T., Martic, M., Legg, S., Amodei, D.: 
(2017) Deep reinforcement 
learning from human preferences. 
vol. 30. Curran Associates, Inc.
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Example 5: AI in Education
● Predictive analytics – data-intensive, blackbox, danger of biases

(behavioristic perspective on human learning)
● Intelligent Tutor Systems: explanatory, hybrid
● For specialised domains such as medicine, quality control, or 

farming and forest operations
– Explanations not (only) for MLOps but also for

● domain experts (allowed to correct models)
● novices – teaching
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Explanatory Dialogs Multimodal explanations
to address specific 
information needs 
● Verbal for complex 

relational information
● (visual) Prototypes 
● Near miss examples
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Take Away
● Research on methods for Human-centred AI is crucial 

for complex applications 
● HCAI – 3rd wave of AI: explainable and 

corrigible/interactive and allows to incorporate human 
knowledge 

● Causality, of why an AI-decision has been made, 
paving the way towards verifiable machine learning 
and ethical responsible AI

● Adequate explanations and interaction interfaces 
require interdisciplinary cooperation
The Holzinger Group is one of the world‘s leading 
experts on HCAI – All the best for you in Tulln! 
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The Holzinger Group 
is one of the world‘s 
leading experts on 
HCAI

All the best 
for you in 
Tulln! 

From the Bamberg CogSys Group
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